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#### Abstract

This paper exploits the graphical model with the maxsum belief propagation to solve the traveling salesman problem which is commonly solved by heuristic algorithms. Based on the visiting-ship between each city and step, we represent the optimal tour search problem by a factor graph and utilize the max-sum belief propagation algorithm to achieve the neighborhood optimal solution. By applying some mathematical tricks to simplify the original messages, we obtain an efficient message-passing algorithm.


## 1. Introduction

The traveling salesman problem (TSP) is a classic combinatorial optimization problem which is typically solved by the heuristic methods $[7,12,10]$. The main disadvantages of these methods are that they are not theoretically sound and strongly dependent on the initialization. To tackle this problem, this paper proposes to use the graphical model with the max-sum belief propagation to efficiently achieve the neighborhood optimal solution. Graphical model is a well-studied tool to represent structured probability distributions over large sets of random variables, and has been widely used in many applications such as data clustering [1], computer vision [5], and graph matching [9]. There are several algorithms for the exact or approximate inference in various types of graphical models [5, 3, 8, 6].

## 2. Graphical model and the algorithm

### 2.1. The factor graph model

Given a similarity matrix $[s(i, j)]_{(N+1) \times(N+1)}$ of $N+1$ cities with $s(i, j)$ denoting the similarity between city $i$ and $j$ (e.g. the maximum Euclidean distance between these cities minus the Euclidean distance between city $i$ and $j$ ), the goal of TSP is to search for a tour (Hamiltonian circuit) of the $N+1$ cities with the maximum sum of similarities. Since the sum of similarities is independent of the ending city, without loss of generality, we fix the ending city to be the $N+1$-th city. Let $\mathbf{c}=\left[c_{1}, \ldots, c_{N}\right]$ be a vector with
$c_{t}$ denoting the id of the city visited in step $t$, the goal is to search for a visiting vector such that the sum of similarities $\sum_{t=1}^{N-1} s\left(c_{t}, c_{t+1}\right)+s\left(c_{N}, N+1\right)+s\left(N+1, c_{1}\right)$ is maximized under the constraint $c_{t} \in\{1, \ldots, N\}, c_{t} \neq c_{t^{\prime}}, \forall t \neq$ $t^{\prime}$.

We adopt the binary variable model [2] to construct the factor graph based representation. Let $B=\left[b_{i t}\right]_{N \times N}$ be a binary matrix denoting the visiting-ship between the first $N$ cities and steps, such that

$$
b_{i t}= \begin{cases}1 & \text { city } i \text { is visited in step } t  \tag{1}\\ 0 & \text { otherwise. }\end{cases}
$$

The constraint that $c_{t} \in\{1, \ldots, N\}, c_{t} \neq c_{t^{\prime}}, \forall t \neq t^{\prime}$ is converted into city constraint and step constraint as follows. City constraint: Each city $i$ must be visited in exactly one step, i.e.,

$$
I_{i}\left(b_{i 1}, \ldots, b_{i N}\right)= \begin{cases}0 & \text { if } \sum_{t=1}^{N} b_{i t}=1  \tag{2}\\ -\infty & \text { otherwise }\end{cases}
$$

Step constraint: Each step $t$ must visit exactly one city, i.e.,

$$
E_{t}\left(b_{1 t}, \ldots, b_{N t}, c_{t}\right)= \begin{cases}0 & \text { if } b_{c_{t} t}=1 \& b_{i t}=0, \forall i \neq c_{t}  \tag{3}\\ -\infty & \text { otherwise. }\end{cases}
$$

The function $S_{t}\left(c_{t+1} \mid c_{t}\right)$ denotes the similarity from city $c_{t}$ to city $c_{t+1}$, i.e.,

$$
S_{t}\left(c_{t+1} \mid c_{t}\right)= \begin{cases}s\left(c_{t}, c_{t+1}\right) & c_{t} \neq c_{t+1}  \tag{4}\\ -\infty & c_{t}=c_{t+1}\end{cases}
$$

The objective is to maximize the following function,

$$
\begin{align*}
& G(B, \mathbf{c}) \\
&= \sum_{t=1}^{N-1} S_{t}\left(c_{t+1} \mid c_{t}\right)+S_{N}\left(N+1 \mid c_{N}\right)+S_{N+1}\left(c_{1} \mid N+1\right) \\
&+\sum_{i=1}^{N} I_{i}\left(b_{i 1}, \ldots, b_{i N}\right)+\sum_{t=1}^{N} E_{t}\left(b_{1 t}, \ldots, b_{N t}, c_{t}\right) . \tag{5}
\end{align*}
$$



Figure 1. The factor graph based representation and BP messages. The variable nodes are depicted as usual by circles, and the function nodes are depicted by small squares. The BP messages are plotted by black arrows.
This objective function is already factorized (in the log domain) into $3 N+1$ functions. Figure 1 illustrates the factor graph based representation of (5).

### 2.2. Messages

To exactly search for the optimal solution for (5) is NP-hard. Many approaches have been developed to efficiently find good approximate solutions, such as $[5,3,8,6]$. Among them, for arbitrary objective functions (hence arbitrary graphical models), message passing algorithms such as max-product belief propagation are the most popular ones [5, 4]. The max-sum (the log-domain max-product) belief propagation is a local-message-passing algorithm guaranteed to converge to the neighborhood maximum [11]. In the max-sum algorithm, the message update involves either a message from a variable to each adjacent function or that from a function to each adjacent variable. The message from a variable to a function sums together the messages from all adjacent functions except the one receiving the message [4],

$$
\begin{equation*}
\mu_{x \rightarrow f}(x) \leftarrow \sum_{h \in \operatorname{ne}(x) \backslash\{f\}} \mu_{h \rightarrow x}(x) \tag{6}
\end{equation*}
$$

where ne $(x)$ denotes the set of adjacent functions of variable $x$. The message from a function to a variable involves a maximization over all arguments of the function except the variable receiving the message [4],

$$
\begin{equation*}
\mu_{f \rightarrow x}(x) \leftarrow \max _{X \backslash\{x\}}\left[f(X)+\sum_{y \in X \backslash\{x\}} \mu_{y \rightarrow f}(y)\right] \tag{7}
\end{equation*}
$$

where $X=\operatorname{ne}(f)$ is the set of arguments of the function $f$.
There are 8 types of belief propagation (BP) messages passing between variable nodes and function nodes as shown as the black arrow in Figure 1.
Message $\eta_{i t}: \mu_{I_{i} \rightarrow b_{i t}}(m), m=0,1$.

$$
\begin{align*}
& \eta_{i t}(m)=\max _{b_{i t^{\prime}}: t^{\prime} \neq t}\left[I_{i}\left(b_{i 1}, \ldots, b_{i N}\right)+\sum_{t^{\prime}: t^{\prime} \neq t} \omega_{i t^{\prime}}\left(b_{i t^{\prime}}\right)\right] \\
& = \begin{cases}\sum_{t^{\prime}: t^{\prime} \neq t} \omega_{i t^{\prime}}(0) & m=1 \\
\max _{t^{\prime}: t^{\prime} \neq t}\left[\omega_{i t^{\prime}}(1)+\sum_{t^{\prime \prime}: t^{\prime \prime} \notin\left\{t, t^{\prime}\right\}} \omega_{i t^{\prime \prime}}(0)\right] & m=0 .\end{cases} \tag{8}
\end{align*}
$$

Message $\omega_{i t}: \mu_{b_{i t} \rightarrow I_{i}}(m), m=0,1$.

$$
\begin{equation*}
\omega_{i t}(m)=\phi_{i t}(m) \tag{9}
\end{equation*}
$$

Message $\phi_{i t}: \mu_{E_{t} \rightarrow b_{i t}}(m), m=0,1$.

$$
\begin{align*}
& \phi_{i t}(m) \\
& =\max _{b_{i^{\prime} t} i^{\prime} \neq i, c_{t}}\left[E_{t}\left(b_{1 t} \ldots, b_{N t}, c_{t}\right)+\sum_{i^{\prime}: i^{\prime} \neq i} \gamma_{i^{\prime} t}\left(b_{i^{\prime} t}\right)+\zeta_{t}\left(c_{t}\right)\right] \\
& = \begin{cases}\sum_{i^{\prime}: i^{\prime} \neq i} \gamma_{i^{\prime} t}(0)+\zeta_{t}(i) & m=1 \\
\max _{i^{\prime}: i^{\prime} \neq i}\left[\gamma_{i^{\prime} t}(1)+\zeta_{t}\left(i^{\prime}\right)+\sum_{i^{\prime \prime}: i^{\prime \prime} \notin\left\{i, i^{\prime}\right\}} \gamma_{i^{\prime \prime} t}(0)\right] & m=0 .\end{cases} \tag{10}
\end{align*}
$$

Message $\gamma_{i t}: \mu_{b_{i t} \rightarrow E_{t}}(m), m=0,1$.

$$
\begin{equation*}
\gamma_{i t}(m)=\eta_{i t}(m) \tag{11}
\end{equation*}
$$

Message $\beta_{t}, t=1, \ldots, N-1: \mu_{c_{t} \rightarrow S_{t}}(m), m=$ $1, \ldots, N$.

$$
\beta_{t}(m)= \begin{cases}\lambda_{t}(m)+s(N+1, m) & t=1  \tag{12}\\ \lambda_{t}(m)+\delta_{t-1}(m) & t=2, \ldots, N-1\end{cases}
$$

Message $\delta_{t}, t=1, \ldots, N-1: \mu_{S_{t} \rightarrow c_{t+1}}(m), m=$ $1, \ldots, N$.

$$
\begin{align*}
\delta_{t}(m) & =\max _{c_{t}}\left[S_{t}\left(c_{t}, m\right)+\beta_{t}\left(c_{t}\right)\right] \\
& =\max _{c_{t} \neq m}\left[s\left(c_{t}, m\right)+\beta_{t}\left(c_{t}\right)\right] . \tag{13}
\end{align*}
$$

Message $\lambda_{t}: \mu_{E_{t} \rightarrow c_{t}}(m), m=1, \ldots, N$.

$$
\begin{align*}
\lambda_{t}(m) & =\max _{b_{i t}: i=1, \ldots, N}\left[E_{t}\left(b_{1 t}, \ldots, b_{N t}, m\right)+\sum_{i=1}^{N} \gamma_{i t}\left(b_{i t}\right)\right] \\
& =\gamma_{m t}(1)+\sum_{i: i \neq m} \gamma_{i t}(0) \tag{14}
\end{align*}
$$

Message $\zeta_{t}: \mu_{c_{t} \rightarrow E_{t}}(m), m=1, \ldots, N$.

$$
\zeta_{t}(m)= \begin{cases}s(N+1, m) & t=1  \tag{15}\\ \delta_{t-1}(m) & t=2, \ldots, N-1 \\ \delta_{N-1}(m)+s(m, N+1) & t=N\end{cases}
$$

### 2.3. Message simplification

Like in the affinity propagation algorithm [1, 2], we can simplify the above messages by applying some mathematical tricks. First of all, for each message associated with the binary variable, we introduce the difference between those with argument 1 and 0 . That is, $\tilde{\eta}_{i t}=\eta_{i t}(1)-\eta_{i t}(0), \tilde{\omega}_{i t}=$ $\omega_{i t}(1)-\omega_{i t}(0), \tilde{\phi}_{i t}=\phi_{i t}(1)-\phi_{i t}(0), \tilde{\gamma}_{i t}=\gamma_{i t}(1)-\gamma_{i t}(0)$. For the remaining messages, they are viewed as the sum of variable (with respect to the corresponding argument) and constant. That is, $\beta_{t}(m)=\tilde{\beta}_{t}(m)+\bar{\beta}_{t}, \delta_{t}(m)=\tilde{\delta}_{t}(m)+\bar{\delta}_{t}$, $\lambda_{t}(m)=\tilde{\lambda}_{t}(m)+\bar{\lambda}_{t}$, and $\zeta_{t}(m)=\tilde{\zeta}_{t}(m)+\bar{\zeta}_{t}$.
Message $\tilde{\eta}_{i t}$ :

$$
\begin{aligned}
\tilde{\eta}_{i t} & =\eta_{i t}(1)-\eta_{i t}(0) \\
& =\sum_{t^{\prime}: t^{\prime} \neq t} \omega_{i t^{\prime}}(0)-\max _{t^{\prime}: t^{\prime} \neq t}\left[\omega_{i t^{\prime}}(1)+\sum_{t^{\prime \prime}: t^{\prime \prime} \notin\left\{t, t^{\prime}\right\}} \omega_{i t^{\prime \prime}}(0)\right] \\
& =-\max _{t^{\prime}: t^{\prime} \neq t}\left[\omega_{i t^{\prime}}(1)-\omega_{i t^{\prime}}(0)\right]=-\max _{t^{\prime}: t^{\prime} \neq t}\left[\tilde{\omega}_{i t^{\prime}}\right] .
\end{aligned}
$$

Message $\tilde{\omega}_{i t}$ :

$$
\begin{equation*}
\tilde{\omega}_{i t}=\omega_{i t}(1)-\omega_{i t}(0)=\phi_{i t}(1)-\phi_{i t}(0)=\tilde{\phi}_{i t} \tag{17}
\end{equation*}
$$

Message $\tilde{\phi}_{i t}$ :

$$
\begin{align*}
& \tilde{\phi}_{i t}=\phi_{i t}(1)-\phi_{i t}(0) \\
& =\left(\sum_{i^{\prime}: i^{\prime} \neq i} \gamma_{i^{\prime} t}(0)+\zeta_{t}(i)\right) \\
& \quad-\max _{i^{\prime}: i^{\prime} \neq i}\left[\gamma_{i^{\prime} t}(1)+\zeta_{t}\left(i^{\prime}\right)+\sum_{i^{\prime \prime}: i^{\prime \prime} \notin\left\{i, i^{\prime}\right\}} \gamma_{i^{\prime \prime} t}(0)\right] \\
& =-\max _{i^{\prime}: i^{\prime} \neq i}\left[\left(\gamma_{i^{\prime} t}(1)-\gamma_{i^{\prime} t}(0)\right)+\zeta_{t}\left(i^{\prime}\right)-\zeta_{t}(i)\right] \\
& =-\max _{i^{\prime}: i^{\prime} \neq i}\left[\tilde{\gamma}_{i^{\prime} t}+\tilde{\zeta}_{t}\left(i^{\prime}\right)\right]+\tilde{\zeta}_{t}(i) . \tag{18}
\end{align*}
$$

Message $\tilde{\gamma}_{i t}$ :

$$
\begin{equation*}
\tilde{\gamma}_{i t}=\gamma_{i t}(1)-\gamma_{i t}(0)=\eta_{i t}(1)-\eta_{i t}(0)=\tilde{\eta}_{i t} \tag{19}
\end{equation*}
$$

Message $\beta_{t}(m)$ :
$\beta_{t}(m)= \begin{cases}\tilde{\lambda}_{t}(m)+\bar{\lambda}_{t}+s(N+1, m) & t=1, \\ \tilde{\lambda}_{t}(m)+\bar{\lambda}_{t}+\tilde{\delta}_{t-1}(m)+\bar{\delta}_{t-1} & t=2, \ldots, N-1 .\end{cases}$

Message $\delta_{t}(m)$ :

$$
\begin{equation*}
\delta_{t}(m)=\max _{c_{t} \neq m}\left[s\left(c_{t}, m\right)+\tilde{\beta}_{t}\left(c_{t}\right)\right]+\bar{\beta}_{t}, \forall t=1, \ldots, N-1 \tag{21}
\end{equation*}
$$

Message $\lambda_{t}(m)$ :

$$
\begin{equation*}
\lambda_{t}(m)=\left(\tilde{\gamma}_{m t}+\gamma_{m t}(0)\right)+\sum_{i: i \neq m} \gamma_{i t}(0)=\tilde{\gamma}_{m t}+\sum_{i=1}^{N} \gamma_{i t}(0) \tag{22}
\end{equation*}
$$

Message $\zeta_{t}(m)$ :

$$
\begin{align*}
& \zeta_{t}(m) \\
& = \begin{cases}s(N+1, m) & t=1 \\
\tilde{\delta}_{t-1}(m)+\bar{\delta}_{t-1} & t=2, \ldots, N-1, \\
\tilde{\delta}_{N-1}(m)+\bar{\delta}_{N-1}+s(m, N+1) & t=N .\end{cases} \tag{23}
\end{align*}
$$

### 2.4. Message summary

According to the trick used in the binary model of AP [2], for each message with the binary argument, we only consider and update its difference denoted using " $\sim$ ". And similar to [1], for each message with non-binary argument, the variable part denoted using " $\sim$ " is considered and updated. Consequently, we have the following simplified messages.
$\forall i, t=1, \ldots, N:$

$$
\begin{align*}
& \tilde{\phi}_{i t}=-\max _{i^{\prime}: i^{\prime} \neq i}\left[\tilde{\gamma}_{i^{\prime} t}+\tilde{\zeta}_{t}\left(i^{\prime}\right)\right]+\tilde{\zeta}_{t}(i)  \tag{24}\\
& \tilde{\gamma}_{i t}=-\max _{t^{\prime}: t^{\prime} \neq t}\left[\tilde{\phi}_{i t^{\prime}}\right] . \tag{25}
\end{align*}
$$

$\forall m=1, \ldots, N, \forall t=1, \ldots, N-1$ :

$$
\beta_{t}(m)= \begin{cases}\tilde{\lambda}_{1}(m)+s(N+1, m) & t=1  \tag{26}\\ \tilde{\lambda}_{t}(m)+\tilde{\delta}_{t-1}(m) & t=2, \ldots, N-1\end{cases}
$$

$$
\begin{equation*}
\delta_{t}(m)=\max _{n \neq m}\left[s(n, m)+\tilde{\beta}_{t}(n)\right] . \tag{27}
\end{equation*}
$$

$\forall m, t=1, \ldots, N:$
$\lambda_{t}(m)=\tilde{\gamma}_{m t}$,
$\zeta_{t}(m)= \begin{cases}s(N+1, m) & t=1, \\ \tilde{\delta}_{t-1}(m) & t=2, \ldots, N-1, \\ \tilde{\delta}_{N-1}(m)+s(m, N+1) & t=N .\end{cases}$

In the above simplified messages, the message pair of $\tilde{\eta}_{i t}$ and $\tilde{\omega}_{i t}$ is eliminated by directly replacing these two messages with $-\max _{t^{\prime}: t^{\prime} \neq t}\left[\tilde{\phi}_{i t^{\prime}}\right]$ and $\tilde{\phi}_{i t}$ respectively.

### 2.5. Estimate c

To estimate the value of an element $c_{t}$, we sum together all incoming messages to $c_{t}$ and take the value $\hat{c}_{t}$ that maximizes the sum. That is,

$$
\begin{align*}
\hat{c}_{t} & =\arg \max _{c_{t}=1, \ldots, N}\left[\lambda_{t}\left(c_{t}\right)+\delta_{t-1}\left(c_{t}\right)\right] \\
& =\arg \max _{c_{t}=1, \ldots, N}\left[\tilde{\lambda}_{t}\left(c_{t}\right)+\tilde{\delta}_{t-1}\left(c_{t}\right)\right], \forall t=2, \ldots, N-1,  \tag{30}\\
\hat{c}_{1} & =\arg \max _{c_{1}=1, \ldots, N}\left[\lambda_{1}\left(c_{1}\right)+s\left(N+1, c_{1}\right)\right] \\
& =\arg \max _{c_{1}=1, \ldots, N}\left[\tilde{\lambda}_{1}\left(c_{1}\right)+s\left(N+1, c_{1}\right)\right],  \tag{31}\\
\hat{c}_{N} & =\arg \max _{c_{N}=1, \ldots, N}\left[\delta_{N-1}\left(c_{N}\right)+\lambda_{N}\left(c_{N}\right)+s\left(c_{N}, N+1\right)\right] \\
& =\arg \max _{c_{N}=1, \ldots, N}\left[\tilde{\delta}_{N-1}\left(c_{N}\right)+\tilde{\lambda}_{N}\left(c_{N}\right)+s\left(c_{N}, N+1\right)\right] . \tag{32}
\end{align*}
$$

### 2.6. The algorithm

The overall algorithm of the proposed approach is summarized as follows. Given the similarity matrix $s$ and the dampening factor $\theta$ (e.g. 0.5), we first initialize all messages $\tilde{\phi}_{i t}, \tilde{\gamma}_{i t}, \beta_{t}(m), \delta_{t}(m), \lambda_{t}(m)$ as zeros. Then each type of these messages are sequentially updated via equations (24) to (29) with additional dampening, i.e. $\mu \leftarrow$ $\theta \mu^{\text {old }}+(1-\theta) \mu^{\text {new }}$. The message-updating procedure may be terminated after the local decisions (i.e. the estimate of c) stay constant for some number of iterations $t_{c o n v}$, or after a fixed number of iterations $t_{\text {max }}$.

## 3. Empirical results

This section reports some empirical results with the dampening factor $\theta$ set to $0.5, t_{\text {conv }}=5$, and $t_{\text {max }}=1000$.

We first demonstrate the result on a small city group consisting of 5 cities with the similarity matrix given as follows

$$
s=\left(\begin{array}{ccccc}
0.8 & 10.1 & 12.5 & 0.1 & 0.6  \tag{33}\\
0.9 & 0.2 & 0.9 & 0.4 & 0.1 \\
0.1 & 0.5 & 0.9 & 0.9 & 0.8 \\
0.9 & 0.9 & 0.5 & 0.8 & 0.9 \\
0.6 & 0.009 & 1.8 & 0.9 & 0.6
\end{array}\right)
$$

The tour produced by the proposed approach is

$$
\begin{equation*}
5 \rightarrow 2 \rightarrow 4 \rightarrow 3 \rightarrow 1 \rightarrow 5 \tag{34}
\end{equation*}
$$

with the tour length being 1.609 , which is equal to the overall minimum tour length. Our approach only requires 10 iterations to reach this good result; on the other hand the number of all possible permutations of these 5 cities is 120 which implies that we have to try 120 times for the optimal solutions using exhaustive search.

On the other synthetic testing set of 100 cities, only about 1000 iterations are required to reach the optimal solution. Compared to the typically used heuristic algorithms, the main advantages of the proposed algorithm are that, it is based on the sound theory of the probabilistic graphical models with the max-sum belief propagation, and it is deterministic without random initialization. Additionally, it is quite efficient.

## 4. Conclusions

This paper presents the use of the message-passing algorithm to solve the traveling salesman problem. A new graphical model based representation is proposed and the max-sum belief propagation is utilized to generate the neighborhood optimal solution. In the future work, we will try the Junction-Tree algorithm for an exact inference in the derived graphical model.
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