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Abstract. Dynamic progr amrning achieves optimum control for known deterministic and sto-

chastic systems. There is a need, however, to apply dynamic progr amming ideas to real-world

uncertain systems. The standard dynamic progr amming algorithm is ineffective in the case of

shedding an optimal decision path due to uncertainty in modelling. In this paper we propose a

robust variation on dynamic progr amrning in which a minimization operation is replaced by an

averaging operation. We present a simple numerical example to illustrate the effectiveness of

the algorithm.
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1, INTRODUCTION

The theory of dynamic programming is fundamental for optimization of multistage decision pro-

cesses. It provides a framework for the consideration of generalizations of many classical prob-

lems, including significant problems in the domain of engineering, physics, biology, economics

and operations research.

Bellman’s intuitively obvious principle of optimality can be stated as: Subarcs of optimal trajec-

tories are themselves optimal. Suboptimal arcs can be shed from consideration in a reverse pass

decision process. This approach to solving problems can be applied to obtaining analytic and

computational results in numerous areas. [1-7]

This standard dynamic programming approach is effective for well defined deterministic and sto-

chastic models. Now, what happens if we apply dynamic programming to a real-world system,

prone to external and internal uncertainties affecting the model? What happens if the system

sheds suboptimal subarc for the assumed model but the optimal one for the actual model? It is

observed in this case that frequently the algorithm cannot get back onto the optimal arc in the short

term; the algorithm of dynamic programming is not robust. This is a serious restriction on pos-

sible usage of the approach to solve applied problems.

This paper proposes a robust dynamic progr amming scheme. Naturally, the algorithm will be

sub–optimal for the actual signal model, but closer to optimal in the presence of model uncertain-

ty than standard dynamic programming.

In Section 2, we develop the rationale for the robust dynamic programming algorithm based on
averaging rather than minimization, as in standard dynamic programming. In Section 3, we pres-

ent a simple numerical example to illustrate the effectiveness of the algorithm. In Section 4, we

generalize the robust dynamic programming algorithm. We give some concluding remarks in

Section 5.

2. ROBUST DYNAMIC PROGRAMWZNG - FINITE-STATE CASE

To fix ideas, let us consider the simple case of a finite-state machine with state process given by

the following equation:

x(k+l) =U(k) Al x(k) +U(k) A2+A3 x(k), k=O, 1, . . . . N (1)

where x(k) c Y’x={sl, s2, ..., sM} is a discrete set of states and x(0)= W. Without loss of general-

ity wetake 9X:= {cl, ez, ..., eM} where ei is the unit vector. Al is a row M–vector, A2 is a scalar

and A3 is an M by M matrix. M–vector U(k) is the control decision at the time index k to realize

discrete state transition and U(k) c Y’u= {ul, UZ,. . . . UM2 } where each control ui takes state SP

from 9X into sr from 9X.
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Consider the system given by(1) evolving over N+l time steps from k=o to k=N. Then the cost

of running the system for the N+l steps is described by the following cost function:

J = ; L(x(k), U(k), k) (2)
k=O

Because of the discrete nature of x(k), U(k), the functions L can be written in the following form:

L(x(k), U(k), k) = UT(k) L1 x(k) + UT(k) ~ + L3 x(k), (3)

The cost of running the system over the last N-k+l time steps is denoted J(x, k):

J(x, k) = ~ L(x(j), U@, j), (4)
j=k

where now x(k) has the fixed value x = 9X, and where the system equation(1) must be satisfied.

Standard dynamic programming achieves the optimum value of the scalar cost function as a mini-

mization over the single variable U(N) as follows:

JOPt(x,N) = min L(x,U(N), N)
u(N)e Y’u

(5)

The optimum cost JOPt(x,k) for all k, O<k<N- 1, can be iteratively found for all x E 9X from
knowledge of JOPt(x,k+l) for all x = 9X as follows:

JOPt(x,k) = min {L(x, U(k), k) + Jopt(x(k+l), k+l) }, (6)
U(k)c Yu

Decision based on the minimization procedure is a “hard” decision and the scheme is not robust,

in general. Due to uncertainty in modelling, the algorithm can be ineffective once it sheds an

optimal decision path for the actual signal generating system.

In our proposal for robust dyamicprogramming we calculate the mean cost of taking the system

through its last time step ~(x,N) as the average over all possible control decisions available at N:

~(x,N) = y-l(N) 2 L(x, U(N), N),
U(N)G3’”

where y(k) is a number of all possible control decisions

(7)

U(k) at the time instant k.

Similarly, going backwards from k = N-1 to k = O,we can evaluate the average costs of running

the system over the last N-k+l steps iteratively:
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~(x,k) = X y-l(k) {L(x> U(k), k) + ~(x(k+l), k+l)},
U(k)eY’u

(8)

where x(k+l ) is calculated according to (1),

It is our claim that taking averages instead of extremum values makes the algorithm insensitive

to random errors and, thus, robust. At this stage there is no rigorous proof of this claim, but simu-
lation results and the general consideration that averaging should absorb noise support the claim.

3. EXAMPLE

In this section we present a simple example to illustrate the ideas which motivated this paper as

well as to confirm feasibility of the proposed algorithm.

Let us consider a system representing a car. State x(k) of the system is the speed of the car (at

the moment k) which can take one of six values: 40, 50, 60, 70, 80 and 90 km/h. For example,

XT= (1, 0,0,0,0, O)corresponds to the speed of 40km/h, while XT= (O, 1,0,0,0, O) denotes the

speed of 50 km/h and so on.

The control vector U(k) takes the system ffom the state assigned the value of 1 to the state with

the value 2. For example, if the car is driven at 60 km/h (state number 3), then the control

(O, O, 1,0,2, O)T speeds the car up to 80 km/h (state number 5), while the control

(O, 0,3,0,0, O)T keeps the speed steady at 60km/h.

The corresponding system matrices are:

Al = l/2~T, A2 =0, A3=-1/2~,

where

~ is colurnri vector of 6 unities;

~ is identity ma&ix 6 x 6.

Assuming initial car speed of 80 km/h (W= e5), we are taking a trip and want to minimise ex-

penses incurred by the trip.

Our choice of cost function matrices is purely empirical and is not based on any statistical or auto-
motive research data. Let us consider the following L1, L2 and L3:

L1 =

‘O 0.5 1 1.5 2 2.5
100.511.52
2100.511.5
32100.51
432100.5
543210

L2=efj L3 = [5 10 15 25 40 60],
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where 86 is a column vector of 6 zeros.

The choice of matrix L1 reflects the natural assumptions that the greater is change of speed, the

higher is cost and slowing down is cheaper than speeding up. The choice of vector L3 reflects

higher costs at higher speeds.

Suppose we are taking a 3 time unit drive (N=2). Now, we can calculate mean cost of driving

our car over the last time step as the average over all possible control decisions for every value

of the vehicle’s speed at N=2 according to (7), where obviously the number of all possible control

decisions y =6:

~(el,2) = 10, ~(ez,2) = 13.5, ~(e3,2) = 17.5, ~(eA,2) = 27, ~(es,2) = 42, ~(eG,2) = 62.5.

Then, going backwards from k = 1 to k = O as in (8), we can evaluate average costs for running

the system over the last (3-k) steps iteratively. For k = 1 we have:

~(el,l) = 38.75, ~(ez,l) =42.25, ~(es,l) =46.25, ~(eQ,l) =55.75, ~(es,l) =70.75, ~(eG,l) =91.25.

Similarly, for k = O, we have:

~(el,O) = 67.5, ~(w,O) = 71, ~(e3,0) = 75, ~(e4,0) = 84.5, ~(e5,0) = 99.5, ~(e6,(_))= 120.

Now, bringing up our assumption of X. = e5, we can say that the cost of the trip estimate is:

7 = 7(es,0) = 99.5.

We now have all the necessary information to budget our trip. Of course, the actual cost may

differ from ~due to the unpredicted nature of road events. But we have the best possible estimate.

The results for traditional dynamic programming would be:

for k=2

JOPt(e1,2)=5, JOPt(ez,2)=10, JOPt(e3,2)=15,JOPt(e4,z)=z%Jopt(&WQ Jopt(%,2)=@

for k=l

JoPt(el, 1)=10, Jopt(ez,l)=16, JOpt(es,l)=22, JOPt(e4,1)=33, Jopt(e5,1)=@, Jopt(%,l)=70;

and,finally, for k=o
Jopt(el,O)= 15, Jopt(ez,0)=21, JoPt(es,0)=27, JOpt(eQ,0)=38, JOPt(es,0)=54, JOPt(e@)=75,

thus bringing (for x~es) overall cost to 54.

Comparison of the two costs associated with standard and robust dynamic progr arnming schemes

shows 84’%performance degradation for robust dynamic prograrnmin g, but this higher cost may

prove to be less than the cost of controlling the system according to standard dynamic program-
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ming algorithm in the presence of noise and for uncertain model, as now illustrated.

Suppose that, due to modelling errors, control U(k) which believed to take the system to the state

number p, takes it in fact to the state number 7–p. This uncertainty in the model makes the stan-

dard dynamic programming algorithm shed the optimal path. Instead of the optimal strategy of

slowing down to 40km/h and keeping going at that speed (80km/h for k=o, 40km/h for k= 1 and
k=2), dynamic programming algorithm results in the speeding up strategy (80km/h for k=o,

90km/h for k=l and k=2) which incurs high cost of 162, which is triple the optimal cost and is
actually 63!Z0worse than the (unchanged irrespectively of the modelling error) cost calculated

according to robust dynamic programming scheme.

4. GENERALIZATION

The ideas applied to a simple finite-state linear system in Section 2 can be extended to nonlinear

signal models with states in a continuous range as follows:

x(k+l) = g(x(k), u(k), k), k = O, 1, . . . . N (9)

where x(0) has the fixed value xo and the state x and control u satis~ the constraints:

Xexclw, UGUCRQ (lo)

The cost of running the system over the last N-k+l time steps is again denoted J(x,k), while the

overall cost J(xo,O) is denoted, as previously, J:

J(x, k) = Y P(x@, u(j), j),
jnk

J = : P(x(k), u(k), k)
k=o

(11)

(12)

where the functions P are not necessarily linear functions of x and u.

Now, assuming x to be the state of the system at the moment N, we can calculate the mean cost

of taking the system through its last time step ~(x,N) as the average over all possible control deci-

sions available at N:

T(X,N) = y-@) “XmP(x, u(N), N),

where y(k) is a number of all possible control decisions u(k) at the moment k.

(13)

Then, iterating backwards from k = N-1 to k = O, we can evaluate average costs of running the
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system over the last N–k+ 1 steps iteratively:

~(x,k) = x y-l(k) {P(x, u(k), k) + ~(g(x(k),44, k),k+l) }. (14)
u(k)

Thus, the robust dynamic programming algorithm is applicable to the general continuous state-

space non-linear systems with general non-linear cost functions.

5. CONCLUSIONS

In this paper we have proposed a robust dynamic progr amming scheme. An example of a motor-

vehicle operation cost evaluation has been considered to illustrate the simplicity and effective-

ness of the scheme.
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