This paper presents an application of the parameter plane method to the analysis of forced oscillations and jump-resonance phenomena in nonlinear systems subject to periodic forcing signals. The approximate analysis procedure utilizes the describing function technique. The advantage of the procedure lies in the fact that only one parameter plane diagram is necessary to investigate the effects of different forcing signals. If the amplitude of the forcing function is fixed, a modification of the proposed procedure enables an analysis of the jump-resonance phenomena for different nonlinear characteristics. The stability and sensitivity of forced nonlinear oscillations are also discussed.

The procedure is illustrated by examples.

INTRODUCTION

So far, mostly free nonlinear oscillations have been considered in the parameter plane [1-4], and the right side of differential equations describing the systems has been shown to be identically equal to zero. The only cases when an external forcing signal was present have been analyzed in reference [4] in connection with asymmetrical oscillations. The analysis, however, was performed under the assumption that the external forcing function is either constant or a slow-varying function of time with respect to the corresponding periodic solution. In other words, the frequency of the external signal has been sufficiently lower than the frequency of the existing limit cycle. This assumption greatly simplified the analysis and gave rise to useful practical applications.

When no restrictions are imposed on the frequency of the external signal, the oscillations can become complex even in case of second-order systems [5-7]. Several new phenomena can occur which could not take place in a free nonlinear system. In this section, however, attention will be focused on the jump-resonance phenomena which is of importance in a majority of nonlinear engineering problems.

The jump-resonance phenomena in high-order nonlinear systems has been long under consideration in connection with the evaluation of the closed-loop frequency response of feedback control systems containing a nonlinearity [8-20]. These methods exclusively apply the describing function tech-
The methods of Levinson [8] and Prince [9] involve the definition of an equivalent gain which approximates the given nonlinear characteristic. The methods are convenient for certain single-valued limiting nonlinearities, but can hardly be adapted for more complicated nonlinear characteristics. This concept, however, has been successfully extended by Boston [25] to nonlinear systems with stochastic signals. West and others [10,15] applied the dual-input describing function to determine the condition of the jump-resonance to take place in systems with a polynomial nonlinearity. The extension to other kinds of nonlinearities is limited by the labor involved in calculating the corresponding dual-input describing function. Ono and Hopkins' analytic techniques [11,13] are limited to relay characteristics, or, perhaps, saturating nonlinearities, since the output wave shape of the nonlinearity should be assumed. Considerable work is required to make a proper assumption in cases other than the ideal relay characteristic. Stein and Thaler [12] proposed a trial-and-error procedure to calculate the closed-loop frequency response by using the Nichols chart. A similar concept has been used with some modifications in reference [17] by McAllister.

The idea of finding conditions under which the jump-resonance occurs and then designing the linear part of the system to avoid that as proposed by West and others [10] has been successfully applied along with the common describing function in reference [15,16,18]. The methods, however, cannot give an insight into the frequency response of the closed-loop systems. Moreover, the procedures are extremely cumbersome when applied to the simplest multi-valued nonlinearities or nonlinearities with the frequency dependent describing functions.

The frequency response can be analyzed by a different approach proposed by Gibson [19], which has some apparent advantages over the previously presented procedures. It enables information to be readily obtained about the effects on the frequency response of varying the nonlinear parameters. In addition, it does not require the analytical expression of the describing function and can thus be applied to experimentally obtained data. The procedure, however, has to be repeated each time the amplitude of the forcing periodic signal is changed. This can be circumvented by the technique of Popov and Palitov [14] at the expense that the nonlinearity cannot be varied without recalculating all the necessary curves.

In this paper, the separate ideas of the references mentioned in the preceding paragraph will be employed using the parameter plane concept. The proposed analysis is directed towards the consideration of jump phenomena in high-order nonlinear systems. In addition, the stability and sensitivity of the periodic oscillations is briefly discussed on the basis of reference [3]. The method can be extended directly to the analysis of subharmonic resonance by employing the dual-input describing function as described by West [15].

Periodic Solutions. Jump-Resonance.

Consider again the nonlinear differential equation

$$B(s)x + C(s) P(x,sx) = H(s)\mathbf{f}$$

where

$$s \frac{d}{dt}$$

The method can be extended directly to the analysis of subharmonic resonance by employing the dual-input describing function as described by West [15].
where, at the right hand side, the forcing function \( f = f(t) \) is

\[
f = A_f \sin ( \Omega_f t - \Psi )
\]

and \( B(s), C(s), \) and \( H(s) \) are polynomials in \( s \). \( C(s) \) and \( H(s) \) are polynomials with degrees less than that of the polynomial \( B(s) \). The function \( F(x, sx) \) represents the nonlinearity. The basic problem is to determine the conditions under which equation (1) has a periodic solution \( x = x(t) \) sufficiently close to

\[
x = A \sin ( \Omega_f t )
\]

where the frequency \( \Omega_f \) is the known frequency of the forcing function \( f(t) \) in (2); and then to evaluate the unknown values of the amplitude \( A \) and the phase-shift \( \Psi \).

By a suitable transformation, the above problem can be reduced to that of free symmetrical oscillations considered in references [1-3]. To do this, note that the function \( f \) can be related to \( x \) by deriving

\[
f = A_f \cos \Psi \sin ( \Omega_f t ) - A_f \sin \Psi \cos ( \Omega_f t )
\]

from (3) and noting that

\[sx = A \Omega_f \cos ( \Omega_f t ),\]

one finally has

\[f = \frac{A_f}{K} \left( \cos \Psi - \frac{\sin \Psi}{\Omega_f} \right) x.
\]

By substituting this expression of \( f \) into equation (1), one obtains

\[
[B(s) - H(s) \frac{A_f}{K} ( \cos \Psi - \frac{\sin \Psi}{\Omega_f} )]x + C(s) F(x, sx) = 0.
\]

Therefore, the nonhomogeneous differential equation (1) is reduced to a homogeneous one by knowing the forcing function \( f = f(t) \) and by assuming the form of the solution \( x = x(t) \). To determine the amplitude \( A \) and the phase-shift \( \Psi \) of the solution \( x(t) \), the methods for the analysis of symmetrical self-excited oscillations as outlined in [1-3] can be used with minor modifications.

The nonlinearity \( H(x, sx) \) can be harmonically linearized as

\[
F(x, sx) = N_1 x + \frac{N_2}{\Omega_f} sx
\]

where the coefficients \( N_1 = N_1(A, \Omega_f) \) and \( N_2 = N_2(A, \Omega_f) \) are the describing function coefficients,

\[N_1 = \frac{1}{\pi A} \int_0^{2\pi} \frac{P(\sin \theta, A \Omega_f \cos \theta) \sin \theta d\theta}{\sqrt{2}}\]
\[ N_2 = \frac{1}{2\pi} \int_0^{2\pi} P(A \cos \phi, \lambda \angle \phi) \cos \phi \, d\phi \]

and \( \phi = \omega_f t \). The standard tables of reference [16] may be used for calculating \( N_1 \) and \( N_2 \).

The linearized differential equation has the form

\[ \left[ B(s) - H(s) - \frac{A_f}{A} \left( \cos \psi - \frac{\sin \psi}{\omega_f} s \right) + C(s)(\frac{N_1}{\omega_f^2} + \frac{N_2}{\omega_f^2} s) \right] x = 0 \] (4)

and the corresponding characteristic equation is

\[ B(s) - H(s) - \frac{A_f}{A} \left( \cos \psi - \frac{\sin \psi}{\omega_f} s \right) + C(s)(\frac{N_1}{\omega_f^2} + \frac{N_2}{\omega_f^2} s) = 0 \] (5)

The periodic solution \( x = \sin(\omega_f t) \) with the frequency \( \omega_f \) can be determined from (5) by substituting \( s = j\omega_f \) and using the condition that the summation of reals and imaginaries must go to zero independently. Thus, by certain simple algebraic manipulations, one obtains

\[ B_1A - H_1A_f \cos \psi - E_2A_f \sin \psi + C_1A_N_1 - C_2A_N_2 = 0 \] (6)

\[ B_2A + H_1A_f \sin \psi - H_2A_f \cos \psi + C_1A_N_2 + C_2A_N_1 = 0 \]

where \( B_1 = B_1(\omega_f), B_2 = B_2(\omega_f), \) etc. are given as

\[ B_1 = \sum_{k=0}^{n} b_k X_k, \quad B_2 = \sum_{k=0}^{n} b_k Y_k, \text{ etc.} \]

The functions \( X_k \) and \( Y_k \) are calculated using the recurrence relationship (see reference 20)

\[ X_{k+1} + \omega^2 X_{k-1} = 0 \]

\[ Y_{k+1} + \omega^2 Y_{k-1} = 0 \]

where \( X_0 = 1, X_1 = 0, Y_0 = 0, Y_1 = \omega \). Due to the above recurrence relationships, the \( \lambda = 0 \) curve can be readily plotted using a general digital computer program for n-th order characteristic polynomials.

By denoting

\[ a = A_f \cos \psi, \quad \theta = A_f \sin \psi \] (7)
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equations (6) may represent two equations in two unknowns, \( a \) and \( \beta \) which can be solved for \( a \) and \( \beta \) as

\[
a = -\frac{H_0(B_1 + C_1N_1 - C_2N_2) + H_2(B_2 + C_0H_1 + C_1N_1)}{H_0^2 + H_2^2}
\]

\[
\beta = \frac{H_0(B_0 + C_1N_2 + C_2N_1) - H_2(B_1 + C_1N_1 - C_2N_2)}{H_0^2 + H_2^2}
\]

In the \( a \)-plane, equations (8) may be interpreted as equations of the \( \zeta = 0 \) curve as derived in reference [2]. The solution procedure starts with the plotting of a family of \( \zeta = 0 \) curves for different values of the frequency \( B_0 \) appearing in the coefficients \( B_0, B_1, C_1, C_2, H_0, N_1 \) and \( N_2 \) of (8). The unknown amplitude \( A_0 \), which enters both explicitly and as an argument of \( H_1 \) and \( N_2 \) in (8), is interpolated along the \( \zeta = 0 \) curves. The loci of the point \( M(a = A_0 \cos \varphi, \beta = A_0 \sin \varphi) \) are concentric circles with a radius \( A_0 \) and the phase-shift \( \varphi \) interpolated along the circles. Once the \( \zeta \) and \( M \)-point loci are plotted in the \( a \)-plane, the amplitude \( A_0 \), frequency \( B_0 \) and the phase-shift \( \varphi \) of the possible periodic solution \( x = A_0 \sin \varphi \) are determined graphically from the obtained plot in a straightforward manner as shown in the following example.

Consider a control system with the block diagram shown on Fig. 1. The related differential equation has the form

\[
s(s+0.5)(s+2)(s+10)x + 10(s+1)f(x) = s(s+0.5)(s+2)(s+10)e
\]

where the variable \( x = x(t) \) represents the error signal \( e(t) \), and the forcing function \( f = f(t) \) is the input \( r(t) \).

For the sinusoidal input function \( r(t) = A_0 \sin(\omega t - \varphi) \) the characteristic equation of the corresponding linearized system is

\[
s(s+0.5)(s+2)(s+10)(A - A_0 \cos \varphi - \omega^2 + \sin \varphi \omega \frac{\omega}{d}) + 10(s+1)AN_1(A) = 0
\]

where the solution \( e(t) \) of equation (9) is assumed as \( e(t) = A \sin (\omega t) \).

After the substitution

\[
a = A_0 \cos \varphi, \quad \beta = A_0 \sin \varphi
\]

This example has been treated analytically in reference [13] whereby, for every set of values \( (A_0, \varphi) \), at least one transcendental equation has to be solved.
and \( s = \omega_f \) into equation (10), one obtains the equation (8) as:

\[
\alpha = a(A_f, \omega_f) \\
\beta = b(A_f, \omega_f)
\]

For the specific equation (10), equation (7) of the \( M \)-point loci and equations (8) of the \( \xi = 0 \) curve are plotted on Fig. 2 for different values of the amplitude \( A_f \) and the frequency \( \omega_f \), respectively, as family parameters.

The diagram of Fig. 2 is interpreted in the usual manner. For example, if the amplitude and frequency of the forcing signal \( f(t) \) are \( A_f = 5 \) and \( \omega_f = 2 \), then the related point is \( M \), for which the periodic solution \( x(t) \) has the amplitude \( A = 9.3 \) and the phase-shift \( \gamma = 19^\circ \).

It is of particular significance to note that if the frequency \( \omega_f \) is increased up to \( \omega_f = 1.4 \) rad/sec and keeping \( A_f = 5 \), the same \( M \) locus intersects the \( \xi = 0 \) curve at three points, \( M_1, M_2, \) and \( M_3 \), which corresponds to three different periodic solutions with the same frequency \( \omega_f = 1.4 \) rad/sec. This is due to the so-called jump resonance which can be better understood by plotting the frequency response characteristics from the diagram of Fig. 2.

In Fig. 3, the closed-loop frequency response relating the input and output of the system under investigation is plotted by an analog computer for the input amplitude \( A_f = 5 \). The jump resonance is indicated in between the frequencies \( \omega_f = 1 \) and \( \omega_f = 2 \). When the frequency \( \omega_f \) of the input signal is gradually increased, the first part \( \text{ab} \) of the gain curve \( G(j \omega) \) is obtained on Fig. 3. When the frequency \( \omega_f \) is increased at the point \( b \), the system output changes abruptly reaching the point \( c \). With a further increase in the input frequency, the continuous part \( \text{cd} \) is obtained. If the procedure is reversed and the input frequency is decreased gradually from a higher value, the part \( \text{da} \) of the gain curve is plotted. When the point \( b' \) is reached, a decrease in \( \omega_f \) causes the output amplitude to drop discontinuously to the point \( a \) and then follows the part \( \text{ad} \) as the frequency \( \omega_f \) decreases to zero. The corresponding phase characteristic follows the discontinuous jumps in the amplitude as shown in the same Fig. 3.

The three points \( 1, 2, 3 \) on the gain characteristic of Fig. 3 correspond to the points \( M_1, M_2, M_3 \) in the diagram of Fig. 2. The lower point \( 1 \) and the upper point \( 3 \) are related to the stable periodic solution, while the middle point \( 2 \) is unstable and is not observed in the experiments. The jump resonance obtained by the computer, checks the results available on the diagram of Fig. 2. For example, the \( \xi = 0 \) curve for \( \omega_f = 1.3 \) is tangent to the \( M \) locus plotted for \( A_f = 5 \). This corresponds to the points \( \alpha \) and \( \beta \). By interpolating between the \( \xi = 0 \) curves plotted for \( \omega_f = 1.4 \) and \( \omega_f = 1.5 \), the frequency of the jump be can be
evaluated. (Note that the diagram of Fig. 2 relates the input $r(t)$ and the error signal $e(t)$, while the plot of Fig. 3 relates $r(t)$ and the output $c(t)$. This is of no essential importance since a simple relationship $e = r - c$ holds.)

Another observation of the jump phenomenon can be made if the input frequency is held constant but the input amplitude is varied so that $A_f$ varies while $O_f$ is constant. By using again the diagram of Fig. 2, it is not difficult to show that if $O_f$ is chosen to be $1.4$ and $A_f$ is varied, there is a range of values of $A_f$ for which three values of $A$ are possible. For $A_f = 5$, there are three values, $A_1, A_2, A_3$, of the amplitude $A$ which correspond to the three points $M_1, M_2, M_3$ of Fig. 2. The lower $A_1$ and upper $A_3$ correspond to stable solutions, while $A_2$ is unstable and cannot be obtained experimentally. The corresponding phase diagram is shown in Fig. 3.

It is of interest to note all diagrams of Figs. 3, 4, and 5 are obtained for specific values of either the amplitude $A_f$ (Figs. 3, $A_f = 5$) or the frequency $O_f$ (Figs. 4 and 5, $O_f = 1.4$). If these values are changed, all the diagrams have to be replotted again since they cannot be normalized with respect to the input as is possible in linear systems. The effects on $(A,Y)$ of changing $(A_f, O_f)$, however, can be studied directly from the diagrams of Fig. 2. Furthermore, the presented procedure can be applied equivalently to single-valued and common multi-valued nonlinearities as well as to nonlinearities with the frequency-dependent describing functions. In certain cases, the procedure can be extended to the analysis of the jump phenomena in nonlinear systems with two nonlinearities provided the applicability conditions of the describing function are satisfied.

**Stability and Sensitivity of the Periodic Solutions.**

In general, the jump phenomena can be more complex than that examined in the previous section. It may contain more than one curl and, thus, more than three periodic solutions are possible. After these solutions are determined, the stability problem arises to separate the stable from the unstable solutions.

The unstable solutions are related to the case when an increase in the input amplitude $A_f$ results in a decrease of the amplitude $A$ of the corresponding periodic solution. By examining Fig. 4, one may conclude that the unstable solution amplitudes are located along the part of the curve for which the slope is negative. The stability can now be checked from the parameter plane diagram. So, for an increase in the amplitude $A$ along the curve $O_f = 1.4$ at the point $M_1$, there is an increase in the amplitude $A_f$, and the related solution is stable. The same reasoning reveals that the point $M_2$ is unstable, but $M_3$ is again stable.

The stability of periodic solutions can be checked analytically by determining the sign of the derivative $2A/2A_f$. This derivative is
calculated from equations 6 for the case when the frequency \( f_c \) is considered constant and the amplitude \( A \) and phase \( \phi \) are assumed to be functions of the amplitude \( A_c \). This is quite similar to the procedure of the sensitivity analysis of self-excited nonlinear oscillations presented in reference [3]. Thus, it is left to the reader to derive the derivatives \( \frac{dA}{dA_c} \) and \( \frac{d\phi}{dA_c} \) from equations 6; then, to apply the obtained expressions to the system investigated in the preceding section.

Likewise, the sensitivity analysis is related to the stability problem and the concept of sensitivity analysis of small parameter variations in self-excited oscillations developed in reference [3] can be extended to the forced oscillations. The coefficients of the polynomials \( B(s) \), \( C(s) \), and \( H(s) \) in the characteristic equation

\[
B(s) - H(s) A \left( \cos \phi - \frac{2\sin \phi}{B_c} + C(s) N_0 + \frac{N_0}{B_c} s \right) = 0 \tag{5}
\]

can be considered as functions of \( \nu \) linear parameters \( q_i \), \( i = 1, 2, \ldots, \nu \).

The describing function \( B = N_1 + jN_2 \) can be considered as a function of \( A \), \( B_c \), and \( \nu \) nonlinear parameters \( p_j \), \( j = 1, 2, \ldots, \nu \). Then the sensitivities

\[
\frac{dA}{dq_i} = \frac{2\sin A_i}{\sin A_i}, \quad \frac{d\phi}{dq_i} = \frac{2\sin \phi_i}{\sin \phi_i},
\]

\[
\frac{dA}{dp_j} = \frac{2\sin A_j}{\sin A_j}, \quad \frac{d\phi}{dp_j} = \frac{2\sin \phi_j}{\sin \phi_j},
\]

can be calculated by differentiating equations (6) with respect to either \( q_i \) or \( p_j \). The obtained sensitivity values indicate how the steady-state values of the amplitude \( A \) and phase \( \phi \) are affected by the small parameter variations.

It is of interest to note that the possibility of the jump resonance to take place can be indicated by the condition that the derivative \( \frac{dA}{dA_c} = 0 \); i.e., \( \frac{dA}{dA} = 0 \). This condition has been examined entirely in reference [16,17] whereby a graphical procedure has been proposed to check the condition being satisfied. The procedure of reference [17] is convenient for adjusting the linear part of the system so that jump resonance is avoided either entirely or for some range of input amplitudes.

Variation of Nonlinear Characteristic.

In the case of single-valued nonlinear characteristics when the nonlinear differential equation has the form

\[
B(s)x + C(s) F(x) = H(s)x
\]
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and the forcing function \( f = f(t) \) is

\[
f(t) = A_e \sin(\Omega t - \varphi)
\]

(2)

the analysis of the periodic solution \( x = x(t) \)

\[
x(t) = A \sin \left( \Omega t + \phi \right)
\]

(3)

can be performed by a different approach proposed by Gibson [19]. This approach is convenient for the analysis of the effects on jump resonance of varying the nonlinear characteristic; i.e., the nonlinear parameters. Moreover, the approach can be advantageously used when the nonlinear single-valued characteristic is found experimentally and the describing function is determined graphically. Of course, it may be applied to situations when the describing function of the nonlinearity is plotted experimentally or by using computers. The approach will be generalized by the parameter plane concept.

To describe the approach, note that the single-harmonic linearization presented in the preceding section if applied to equation (10) yields

\[
B(z) + H(z) \frac{d}{dz} \left( \cos \varphi - \frac{\sin \varphi}{\frac{d}{dz} z} \right) = 0
\]

(11)

where \( H_1 = H_1(A) \). Equation (11) can be obtained from equation (4) by assuming \( \psi \neq 0 \), which is true for a single-valued nonlinearity \( F(x) \).

The corresponding characteristic equation can be written as

\[
B(z)A + C(z) H_1 + H(z) A_e (\cos \varphi - \frac{\sin \varphi}{\frac{d}{dz} z}) = 0
\]

(12)

After substituting \( z = j \omega \) into (12), one obtaining two equations in two unknowns, \( \alpha \) and \( \beta \). Thus,

\[
B_1 \alpha + C_2 \beta + H_1 A_e \cos \varphi + H_2 A_e \sin \varphi = 0
\]

\[
B_2 \alpha + C_2 \beta - H_1 A_e \sin \varphi + H_2 A_e \cos \varphi = 0
\]

(13)

where

\[
\alpha = A
\]

\[
\beta = N_1(A)
\]

Equation (13) can be solved for \( \alpha \) and \( \beta \) to obtain...
\[ \begin{align*}
\alpha &= \frac{(C_{H_2} - C_{H_1}) \cos Y + (C_{H_2} + C_{H_1}) \sin Y}{B_{H_2} - B_{H_1}} \\
\beta &= \frac{(B_{H_2} - B_{H_1}) \cos Y - (B_{H_2} + B_{H_1}) \sin Y}{C_{H_2} - C_{H_1}}
\end{align*} \] (14)

Now, for a given value of the forcing input frequency \( \omega_f \), the coefficients \( B_{H_1}, B_{H_2}, C_{H_1}, C_{H_2}, B_{H_1}, \) and \( B_{H_2} \), which are functions of \( \omega_f \), only, are evaluated numerically. For different values of the phase shift \( Y \), the corresponding values of \( \alpha \) and \( \beta \) are calculated from (14). Thus a locus with constant frequency \( \omega_f \) can be plotted in the \( ab \) plane where the scale factor along the \( a \) axis is given by \( A_f \). On the other hand, the \( M \) locus is simply the describing function curve itself. Any change in the nonlinear parameters affects only the \( M \) locus while any change in the \( A_f \) input amplitude simply effects the scale along the \( a \) axis of the \( ab \) plane for the \( M \) locus only.

To illustrate the analysis procedure, consider the same example of the previous section. Applying the outlined procedure, one obtains the parameter plane diagram shown in Fig. 6. The diagram is plotted for \( A_f = 5 \) and, therefore, it can be compared with the computer simulation diagrams of Fig. 3 to indicate the accuracy. The points \( 1, 2, 3 \) of the intersections of the \( M \) locus with the \( A_f = 1, 2, 3 \) correspond to the points \( 1, 2, 3 \) of Fig. 3. The corresponding values of the phase shift \( Y \) are read on the \( \omega_f \) curves.

Any change in the amplitude \( A_f \) can be interpreted merely as a shift of the \( M \) locus relative to the \( \omega_f \)-constant curve of Fig. 6. Thus, a slight modification of the \( M \) locus should be made each time the amplitude \( A_f \) is changed.

Conclusions.

It has been shown that forced nonlinear oscillations, and in particular the large-amplitude phenomena may be conveniently considered using the parameter plane concept. Either a parameter plane may be plotted for a specified nonlinearity and the effects of varying the forcing signal amplitude and frequency may be considered, or a parameter plane may be plotted such that the effects of varying the nonlinear characteristic may be investigated at the expense of ease of interpretation for input amplitude changes. The advantage of using the parameter plane approach is that the required design information is given conveniently on the one diagram.
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Summary:

In this paper the authors describe a method for determining the transfer function of a physical system having periodic input and output, both of which can be measured. The method depends upon taking 2n equidistant samples of the input and the output within one period, n being the number of poles. The system transfer function is assumed to have zero phases. These samples are used to compute \((n+1)\) determinants and thereby the coefficients and the roots of an \(n\)th order polynomial. The roots of this \(n\)th order polynomial are further processed to obtain the poles of the transfer function. Once the location of poles is determined, a very simple computer routine determines the residues of these poles and thereby the zeros and the gain constant are determined.

An essential feature of the scheme is that it determines the poles independent of the zeros.

In practical examples the number of samples taken is much larger than \(2n\), thereby generating a large number of \(n\)th order polynomials. The average of the roots of these polynomials are used to locate the poles.
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