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Abstract—In this paper, sequential or “on-line” hidden Markov model (HMM) signal processing schemes are derived and their performance illustrated in simulation studies. The on-line algorithms are sequential expectation maximization (EM) schemes and are derived by using stochastic approximations to maximize the Kullback-Leibler (KL) information measure. The schemes can be implemented either as filters or fixed-lag or fixed-smooth approximations. They yield estimates of the HMM parameters including transition probabilities, Markov state levels, and noise variance. In contrast to the off-line EM algorithm (Baum Welch scheme) which uses the fixed-interval “forward-backward” scheme, the on-line schemes have significantly reduced memory requirements, improved convergence (as shown in simulations), and can estimate HMM parameters that vary slowly with time or undergo infrequent jump changes.

Using similar techniques we also derive on-line schemes to extract finite-state Markov chains imbedded in a mixture of white Gaussian noise (WGN) and deterministic signals of known functional form with unknown parameters. In particular, deterministic periodic signals with unknown and time-varying amplitudes and phases are considered. Simulations presented show that these schemes satisfactorily estimate the HMM parameters and also the time-varying amplitudes and phases.

I. Introduction

In this paper, sequential or “on-line” hidden Markov model (HMM) signal processing schemes are derived and used to extract finite-state homogeneous Markov chains imbedded in white Gaussian noise. The on-line algorithms are sequential EM schemes and are derived by using stochastic approximations to maximize the Kullback-Leibler (KL) information measure. For sufficiently long data sequences, these schemes yield accurate estimates of the HMM parameters including transition probabilities, Markov state levels, and noise statistics.

Our work is motivated by two main applications:

1) Neurobiological signal processing applications: The transmission of channel currents in cell membranes is commonly modeled as a finite-state homogeneous Markov chain [1]. Such signals are invariably contaminated by background noise from electrodes, amplifiers, etc. [2]. This background noise is very often modeled as white Gaussian noise (WGN). The Markov state levels in particular provide useful information to the neurobiologists about the dynamics of the propagation of nerve impulses. However, the transition probabilities and Markov levels slowly drift with time due to fluctuations in the experimental environment. Hence the necessity of on-line techniques.

2) Communication systems: In the modeling of communication systems, often discrete-level signals that are assumed to be homogeneous Markov are imbedded in noise, which for simplicity is assumed to be WGN. Often such chains are only locally stationary, i.e., the transition probabilities slowly vary with time. We have recently used similar on-line techniques to that developed in this paper in the “blind equalization” of time-varying FIR channels with Markov inputs [3].

In this paper we also derive on-line schemes to extract finite-state Markov chains imbedded in a mixture of WGN and deterministic signals of known functional form with unknown time-varying parameters. Two such examples of deterministic disturbances are considered:

1) Periodic or almost periodic disturbances with unknown phases and amplitudes of the components of the periodic signal. An example of such periodic disturbances with approximately known frequency components (fundamental and harmonics) is the periodic “hum” from the electricity mains which can be too costly to eliminate from some experimental environments.

2) Polynomial drift in the states of the Markov process. Such polynomial drift often occurs in cell-membrane channel measurements due to slow development of liquid junction potential arising from two different solutions of ionic compositions [4].

The problem of extracting finite-state Markov chains in WGN has been studied extensively in the off-line case using the expectation maximization (EM) algorithm [5]-[9]. The E step is noncausal, involving the forward-backward algorithm which is a “fixed-interval smoothing” scheme since the estimates are based on the entire data batch of observations. Repeated applications of the E step along with the M step (Baum-Welch [6]-[8] reestimation formulas) yield maximum likelihood estimates of the signal...
model parameters. We have also recently developed similar off-line schemes based on the EM algorithm that effectively extract the Markov signals in a mixture of WGN and deterministic interferences [10].

A limitation of the off-line EM methods is the "curse of dimensionality" which arises because the required computational effort, speed, and memory requirements are in proportion to the square of the number of states of the finite Markov model. Memory requirements are also proportional to the length of data being processed. Hence the incentive to explore on-line (sequential) algorithms to i) seek improvements in terms of memory and computational speed and facilitate implementation on a small personal computer; ii) cope with time-varying HMM parameters such as transition probabilities and state levels. For example, the off-line schemes for extracting Markov chains from a mixture of WGN and deterministic interferences assume constant parameters and this is unrealistic. Often the amplitude phase of the ac mains and so the ac hum can change slowly with time. The on-line schemes proposed here deal with amplitudes and phases that vary slowly with time or undergo infrequent jump changes.

Sequential algorithms have been proposed in [11] for the case where the imbedded chain is independent (rather than Markov). Specifically, in [11] a "sequential" EM algorithm is presented which is based on maximizing the KL information measure. In this paper we develop on-line schemes for the case when the imbedded signal is a Markov chain. In such a case, it is necessary to replace the fixed-interval forward-backward variables of the EM algorithm by filtered or fixed-lag variables to obtain an effective reestimation scheme.

The concept of using fixed-lag smoothed estimates in on-line signal processing is well understood for linear stochastic signal models [12]. Also, its application to finite-state Markov models has been studied in [13]. The results in [13] evolved from discretizing Wonham's stochastic differential equation [14] yielding fixed-point smoothing equations leading to fixed-lag smoothing equations. The algorithms proposed in [13], [14] even for filtering (causal) case, appear subject to numerical instability problems. Here we develop smoothing schemes based on hidden Markov models that are numerically stable in that none of the variables can grow unstable. Also the algorithms in [13] assume complete knowledge of the signal model whereas here we adaptively estimate the signal model while achieving adaptive signal estimates.

Whereas Baum–Welch reestimation is done on a block of data (typically a few thousand observations) and uses fixed-interval estimates, our reestimation scheme is designed to be implemented recursively, thereby achieving on-line estimation. Thus in our on-line recursive estimation formulas the signal model estimates and signal statistics are updated at each time instant so that the KL measure of the updated model is greater than that of the model in the previous time instant. To improve convergence appropriate forgetting of past estimates is also introduced. This results in truly on-line reestimation in that for sufficiently long data sequences only one pass is required through the data to learn the signal model. Simulations show that the on-line scheme has improved convergence compared to the off-line EM algorithm which has linear convergence.

For efficient implementation of the on-line schemes, we develop fixed- and "sawtooth"-lag schemes. The "sawtooth"-lag scheme is a variable-lag scheme with the lag varying in a sawtooth fashion. It is computationally more efficient than the fixed-lag scheme with the computational cost independent of the lag. Typically with a lag of 20 or so, our sawtooth-lag and fixed-lag smoothed estimates approach the optimal fixed interval smoothed estimate of the forward-backward algorithm. Simulations show that larger lags do not yield significantly improved smoothed estimates.

The paper is organized as follows: In Section II we formulate our signal model as a hidden Markov model, define our estimation objectives, and review standard HMM techniques. We derive our on-line HMM estimation scheme in Section III. In Section IV, fixed and sawtooth-lag smoothing schemes are presented. In Section V, we consider the case when in addition to WGN, deterministic interferences are also present. Simulation studies are presented in Section VI and some conclusions are drawn in Section VII.

II. HIDDEN MARKOV MODEL SIGNAL PROCESSING

In this section we describe the signal model, define our on-line estimation objectives, and briefly review the off-line EM algorithm.

A. Signal Model

Let $s_k$ be a finite-state, discrete-time, homogeneous, first-order Markov process. Consequently, the state $s_k$ at time $k$ is one of a finite number $N$ of states $q = q_1, q_2, \ldots, q_N$. The transition probability matrix is $A = (a_{ij})$ where $a_{ij} = P(s_{k+1} = q_j | s_k = q_i)$. Of course $\sum_{j=1}^N a_{ij} = 1$, for each $i$. Let $\pi$ denote the initial state probability vector: $\pi = (\pi_i), \pi_i = P(s_1 = q_i)$.

Now assume that the Markov process $s_k$ is hidden, that is, indirectly observed by measurements $y_k$ where

$$y_k = s_k + w_k, \quad w_k \sim N[0, \sigma_w^2]. \tag{2.1}$$

Here $w_k$ is zero-mean white Gaussian noise (WGN). Denote the sequence $\{s_1, s_2, \ldots, s_k\}$ by $S_k$ and the sequence $\{y_1, y_2, \ldots, y_k\}$ by $Y_k$. Also let $Y_i = \{y_i, y_{i+1}, \ldots, y_k\}$. Define the vector of parameterized probability densities which we shall loosely call symbol probabilities\(^1\) as $b(\cdot) = (b_i(\cdot))$ where

$$b_i(y_k) = f(y_k | s_k = q_i) = (\sqrt{2\pi} \sigma_w)^{-1} \exp \left( - \frac{(y_k - q_i)^2}{2\sigma_w^2} \right)$$

\(^1\)In some HMM applications, the observations belong to a finite alphabet set. Then $b_i(y_k)$ are probability mass functions. Hence the term symbol probabilities in the standard HMM literature.
are assumed invariant of \( k \), with an independence property
\[
f(y_k | s_k = q_i, s_{k-1} = q_j, Y_{k-1}) = f(y_k | s_k = q_i).
\]

The HMM is denoted \( \lambda = (A, q, \sigma_n^2, \pi) \).

For the rest of this paper, we shall use \( f(\cdot) \) to denote probability densities (discrete as well as continuous).

In this paper we are concerned with recursively reestimating the HMM at each time instant. Denote the model estimate at time \( k \geq 1 \) as \( \lambda_k = (A(k), q(k), \sigma_n^2(k)) \). Our initial guess of the model is denoted as \( \lambda_0 \). Let \( \lambda_0 \) denote the true model. Also given \( \lambda_k \), let
\[
b_k(k, y_k) = f(y_k | s_k = q_i(k)) = \left( \frac{\sqrt{2\pi} \sigma_n(k)}{2} \right)^{-1} \exp\left(-\frac{(y_k - q_i(k))^2}{2\sigma_n^2(k)}\right) / (2\sigma_n^2(k)).
\]

Remark: We shall not consider the estimation of \( \pi \) in this paper. A reasonable estimate is: \( \pi_i = \gamma_{1/k-\Delta, \lambda_0}(i) \) where \( \gamma_{1/k-\Delta, \lambda_0}(i) \) is defined in (2.2).

Our Markov model is assumed to be first order for simplicity. Extending the theory to \( m \)th order Markov processes and semi-Markov processes is straightforward [20], although the associated computations are more formidable. Aggregation (reduced state) estimation techniques can be used as in [18] to simplify the computations.

B. Estimation Objectives

Given an ergodic sequence of observations, in this paper we provide on-line solutions to the following two problems. For comparison we also give the analogous objectives associated with standard off-line HMM processing which uses the EM algorithm.

1) MAP State Estimation:

On-line: Let \( \lambda_{k-1} = (\lambda_1, \lambda_2, \ldots, \lambda_{k-1}) \) denote the sequence of estimated models till time \( k - 1 \). At time \( k \), for a fixed-lag \( \Delta \geq 0 \), estimate the a posteriori probability densities
\[
\gamma_k(k + \Delta, \lambda_{k-1}(i)) = \gamma_k(k + \Delta, \lambda_{k-1}(i));
\]
\[
\gamma_k(k + \Delta, \lambda_{k-1}(i)) \hat{=} f(s_k = q_i | Y_k + \Delta, \lambda_{k-1}). \quad (2.2)
\]

So for \( \Delta = 0 \), \( \gamma_k(k + \Delta, \lambda_{k-1}(i)) \) is the filtered Markov state estimate and for \( \Delta > 0 \) it is the fixed-lag smoothed estimate. From \( \gamma_k(k + \Delta, \lambda_{k-1}(i)) \), maximum a posteriori (MAP) state estimates can be generated as
\[
\delta_{k}^{MAP} = q_j \quad \text{where} \quad j = \arg \max_{1 \leq i \leq N} \gamma_k(k + \Delta, \lambda_{k-1}(i)). \quad (2.3)
\]

We show how to compute \( \gamma_k(k + \Delta, \lambda_{k-1}) \) in Section IV.

Off-line: Given the sequence \( Y_T \) and signal model \( \lambda \), estimate \( \gamma_k(T) \hat{=} f(s_k = q_j | Y_T, \lambda) \). Again MAP state estimates can be generated similarly to (2.3).

\( \gamma_k(T) \) is computed from the forward–backward algorithm [5] which has computational complexity \( O(N^2 T) \) per pass and requires a memory of \( NT \) because all the "forward" variables need to be stored.

2) Model Estimation:

On-line: Derive a sequential estimator yielding estimates \( \lambda_k \) of the true model \( \lambda_0 \) so as to maximize the KL information measure. That is we derive an on-line scheme by using the stochastic approximation algorithm on an off-line scheme that improves the KL measure with each iteration. For a model \( \lambda \), the KL measure is defined as
\[
J(\lambda) = E \{ \log f(Y_k | \lambda) | \lambda^0 \}. \quad (2.4)
\]

In (2.4), \( f(Y_k | \lambda) \) denotes the marginal probability density of \( Y_k \) and \( E \{ \cdot | \lambda^0 \} \) denotes the statistical expectation with respect to the true model \( \lambda^0 \). It is easily shown [19] using Jensen’s inequality that \( J(\lambda) \) has a unique maximum at \( \lambda = \lambda_0 \), as long as the following identifiability assumption holds:
\[
f(Y_k | \lambda) = f(Y_k | \lambda^0) \quad \text{a.e.} \quad Y_k \implies \lambda = \lambda^0.
\]

Therefore by estimating \( \lambda_k \) such that \( J(\lambda_k) \) increases with \( k \), for sufficiently large \( k \) our scheme yields \( \lambda_k \to \lambda^0 \). The on-line scheme derived here is analogous to the sequential EM algorithm developed in [15].

Off-line: Given \( Y_T \) and model estimate \( \lambda \), reestimate the model as \( \hat{\lambda} \) such that \( f(Y_T | \hat{\lambda}) \geq f(Y_T | \lambda) \) with equality holding when \( \lambda \) is the ML estimate.

Off-line schemes for solving the two problems above using the EM algorithm are presented in [5]. In Sections III and IV, on-line solutions are presented.

3) Review of EM Algorithm (Baum–Welch Formulæs): The estimation of the HMM in the off-line case involves the EM algorithm. It is an iterative algorithm; each iteration consists of an expectation step (E step) and a maximization step (M step).

E step: This involves computing \( Q(\lambda, \hat{\lambda}) \) which is the expectation of the log of the likelihood function of the fully categorized data (see [11, pp. 84–91] for details), i.e.,
\[
Q(\lambda, \hat{\lambda}) \doteq E \{ \log f(Y_T, S_T | \lambda) | Y_T, \lambda \}. \quad (2.5)
\]

M step: This involves finding \( \hat{\lambda} \) to maximize \( Q(\lambda, \hat{\lambda}) \). By doing so it follows that \( f(Y_T | \hat{\lambda}) \geq f(Y_T | \lambda \) with equality holding when \( \lambda \) is the ML model. The M step yields the standard Baum–Welch equations for reestimating \( \hat{\lambda} = (\hat{A}, \hat{q}, \hat{\sigma}^2_n, \hat{\pi}) \), see [5], [6] for details.

III. SEQUENTIAL HMM ESTIMATION SCHEME

We first present an off-line algorithm for maximizing \( J(\lambda) \). From this we straightforwardly derive a sequential algorithm. Some implementation aspects of the equations are then discussed.

Motivation: A direct recursive algorithm for estimating a HMM is obtained by using stochastic approximations to maximize the likelihood function. This yields:
\[
\lambda_{k+1} = \lambda_k + g^{-1}(\lambda_k) \partial / \partial \lambda_k \log f(Y_{k+1} | \lambda_k) \quad (3.1)
\]
where \( g(\lambda_k) = \partial^2 \log f(Y_{k+1} | \lambda_k) / \partial \lambda_k^2 \) is the Fisher information matrix (FIM) of the "incomplete" data. However, this algorithm cannot be easily implemented since it is not possible to express \( \log f(Y_k | \lambda) \) or its derivatives analytically; even in the simpler hidden independent chain
case computing $\mathcal{J}$ is very difficult (see [11, p. 207]). So we shall derive a sequential scheme based on computing FIM's and score vectors of the "complete" data which can be easily expressed analytically. Also, due to the block diagonal structure of the complete data FIM, our scheme requires only $O(N^2)$ computations at each time instant. Our algorithms are obtained by using stochastic approximations to maximize the KL information measure and are motivated by considerations leading to the EM algorithm.

A. Off-line Algorithm for Maximizing KL Measure

Let $X_t$ denote the "complete" data, i.e., $X_t = (S_t, Y_t)$. Then (using a reasoning similar to that in [19]) we have

$$f(X_t | \lambda) = f(X_t | Y_t, \lambda)f(Y_t | \lambda)$$

$$\log f(Y_t | \lambda) = f(X_t | Y_t) - f(X_t | Y_t, \lambda). \quad (3.2)$$

Taking conditional expectations with respect to the observations at a parameter value $\lambda'$ yields

$$\log f(Y_t | \lambda) = E\{\log f(X_t | \lambda) | Y_t, \lambda'\}$$

$$= Q_\lambda(\lambda', \lambda') - P_\lambda(\lambda', \lambda') \quad (3.3)$$

Denote

$$Q_\lambda(\lambda', \lambda) = E\{\log f(X_t | \lambda) | Y_t, \lambda'\};$$

$$P_\lambda(\lambda', \lambda) = E\{\log f(X_t | Y_t, \lambda) | Y_t, \lambda'\}. \quad (3.4)$$

Remark: $Q_\lambda(\lambda', \lambda)$ is the conditional expectation of the log likelihood of the complete data until time $k$. Recall that in the EM algorithm described in Section II-B above, $Q_\lambda(\lambda', \lambda)$ defined in (2.5) is simply $Q_\lambda(\lambda_T, \lambda)$ above. So by its definition in (2.4).

$$J(\lambda) = E\{Q_\lambda(\lambda', \lambda) | \lambda'\} - E\{P_\lambda(\lambda', \lambda) | \lambda'\}$$

$$= \overline{Q}(\lambda', \lambda) - \overline{P}(\lambda', \lambda) \quad (3.5)$$

Then from Jensen's inequality, it follows (see [19, p. 1652])

$$\overline{Q}(\lambda', \lambda) > \overline{Q}(\lambda', \lambda') \quad \text{implies that} \quad J(\lambda) > J(\lambda'). \quad (3.6)$$

Based on (3.6), we have the following off-line algorithm for maximizing the KL measure:

Estimate $\lambda_{l+1}^t$ as max $\overline{Q}(\lambda', \lambda) \quad (3.7)$

where $\lambda^t, \lambda_{l+1}^t$ are the models at the $l$th and $l + 1$th pass, respectively.

B. Sequential Algorithms

Because $\overline{Q}(\lambda', \lambda) = E\{Q_\lambda(\lambda', \lambda) | \lambda^0\}$, the algorithm (3.7) gives the following sequential algorithm:

Let $\lambda_0$ be the initial model estimate.

Let $\lambda_k = (\lambda_1, \cdots, \lambda_k)$ denote the sequence of estimated HMMs till time $k$ based on the observations $Y_k$.

Then given $Y_{k+1}$ at time $k + 1$

Estimate $\lambda_{k+1}$ as $\max Q_{k+1}(\lambda_k, \lambda) \quad (3.8)$

Finally, for a $T$-point observation sequence, estimate $\lambda_T$ as $\hat{\lambda}_T$.

In (3.8)

$$Q_{k+1}(\lambda_k, \lambda) \approx E\{f(Y_{k+1}, S_{k+1} | \lambda) | Y_{k+1}, \lambda_k\}. \quad (3.9)$$

Remark 1: Given appropriate regularity, it can be shown (using results similar to those in [15]) that the algorithm (3.8) converges a.s and in m.s. to the true parameter value. Also the limit distribution can be evaluated.

Remark 2: In the hidden independent chain case, algorithm (3.8) specializes to the "recursive" EM algorithm proposed in [11, p. 211].

Sequential Variables: In order to implement algorithm (3.8), we define the following variables from which we evaluate $Q_{k+1}(\lambda_k, \lambda)$:

$$\alpha_{k+1, \lambda, -1}(t) = f(Y_t, S_t = q, \lambda_k, \lambda);$$

$$\beta_{k+1, \lambda, -1}(t) = f(Y_t, S_t = q, \lambda_{k+1}, \lambda); \quad (3.10)$$

$$\gamma_{k+1, \lambda, -1}(t) = f(S_t = q, Y_{t+1}, \lambda_k, \lambda_{k+1}). \quad (3.11)$$

The following two lemmas are proved in the Appendix.

Lemma 3.1: The sequential variables defined above are computed as follows:

$$\alpha_{k, \lambda, -1}(t) = \sum_{j=1}^{N} \alpha_{k+1, \lambda, -1}(j) a_{j}(k-1) b_{j}(k-1, \lambda_{k}) \quad (3.12)$$

$$\beta_{k, \lambda, -1}(t) = \sum_{j=1}^{N} a_{j}(t-1) b_{j}(t-1, \lambda_{k+1}, \lambda_{k}) \beta_{k, \lambda, -1}(j) \quad (3.13)$$

$$\gamma_{k, \lambda, -1}(t) = \frac{\alpha_{k, \lambda, -1}(j) \beta_{k+1, \lambda, -1}(j)}{\sum_{j=1}^{N} \alpha_{k, \lambda, -1}(j) \beta_{k+1, \lambda, -1}(j)} \quad (3.14)$$

$$\tilde{\gamma}_{k, \lambda, -1}(t, j) = \frac{\alpha_{k, \lambda, -1}(j) a_{j}(t-1) \beta_{k+1, \lambda, -1}(j) b_{j}(t-1, \lambda_{k+1})}{\sum_{j=1}^{N} a_{j}(t-1) a_{j}(t-1) \beta_{k+1, \lambda, -1}(j) b_{j}(t-1, \lambda_{k+1})}. \quad (3.15)$$
Lemma 3.2: \( Q_{k+1}(A_k, \lambda) \) defined in (3.9) is evaluated as

\[
Q_{k+1}(A_k, \lambda) = \sum_{i=1}^{k+1} \mathcal{L}_{i|k+1}(A_{i-1}, \lambda) + \mathcal{L}_{k+1|k+1}(A_{k}, \lambda)
\]

where

\[
\mathcal{L}_{i|k+1}(A_{i-1}, \lambda) = \sum_{j=1}^{N} \gamma_{i|k+1}(-\log d_{ij}) \exp \left( \frac{-(y_j - q_j)^2}{2\sigma^2} \right)
\]

(3.16)

Stochastic Approximation Algorithm: We now present a stochastic approximation algorithm to implement the sequential algorithm (3.8).

Let \( I_{k+1}(\lambda_k) \) be the Fisher information matrix of the complete (fully categorized) data, i.e.,

\[
I_{k+1}(\lambda_k) = -\mathcal{Q}_{k+1}(A_k, \lambda_k)
\]

Also let \( S(\lambda_k, y_{k+1}) \) be the score vector of the incomplete data defined as

\[
S(\lambda_k, y_{k+1}) = \frac{\partial \mathcal{L}_{k+1|k+1}(A_k, \lambda)}{\partial \lambda} \bigg|_{\lambda=\lambda_k}
\]

(3.17)

Now consider the following theorem.

Theorem 3.3: Approximately given appropriate regularity, recursion (3.8) can be written as

\[
\lambda_{k+1} = \lambda_k + I_{k+1}^{-1}(\lambda_k) \frac{\partial \mathcal{Q}_{k+1}(A_k, \lambda)}{\partial \lambda} \bigg|_{\lambda=\lambda_k}
\]

(3.18)

Remark 1: In [11, p. 207], where the hidden independent chain version of the theorem is considered, (3.18) is expressed in terms of the Fisher information matrix per k sample points. So the right-hand side of [11, p. 207, eq. 6.4.7] is multiplied by k.

Remark 2: Instead of \( I_{k+1}^{-1} \), in general any sequence of positive numbers \( K_k \) can be used in the stochastic approximation as long as [19]

\[
\lim_{k \to \infty} K_k = 0, \quad \sum_{k=1}^{\infty} K_k = \infty, \quad \sum_{k=1}^{\infty} K_k^2 < M < \infty.
\]

(3.19)

Recently, other novel ways of choosing \( K_k \) have been proposed in [21].

Remark 3: The regularity conditions for convergence of (3.18) are presented in [11]. Verification of these conditions is not straightforward, see [11], [16] for details.

Remark 4: Effect of Initial Estimates: A theoretical analysis of the effect of initial estimates is beyond the scope of this paper. We have carried out extensive simulations with known variance \( \sigma^2 \) up to 3.0 (with unit spacing of the true states) and \( N = 4 \) with initial estimates of \( q_i \) as far away as 3\( \sigma \) away from the true values and have not found initial conditions for which convergence to the true model does not occur. We discuss the effect of initial estimates in Section IV-A.

Proof: By Taylor's series expansion

\[
Q_{k+1}(A_k, \lambda) = Q_{k+1}(A_k, \lambda_k) + (\lambda - \lambda_k)^T \frac{\partial Q_{k+1}(A_k, \lambda)}{\partial \lambda} \bigg|_{\lambda=\lambda_k} + \frac{1}{2} (\lambda - \lambda_k)^T \frac{\partial^2 Q_{k+1}(A_k, \lambda)}{\partial \lambda^2} \bigg|_{\lambda=\lambda_k} (\lambda - \lambda_k)
\]

Maximizing this with respect to \( \lambda \) and calling the maximum point \( \lambda_{k+1} \), we have

\[
\lambda_{k+1} = \lambda_k + (I_{k+1}^{-1}(\lambda_k) \frac{\partial Q_{k+1}(A_k, \lambda)}{\partial \lambda} \bigg|_{\lambda=\lambda_k}) \frac{\partial Q_{k+1}(A_k, \lambda)}{\partial \lambda} \bigg|_{\lambda=\lambda_k}
\]

(3.20)

Now we assume that \( \lambda_k \) minimizes \( Q_{k}(A_{k-1}, \lambda) \), so that \( \frac{\partial Q_{k}(A_{k-1}, \lambda)}{\partial \lambda} \bigg|_{\lambda=\lambda_k} = 0 \). So (3.22) yields

\[
\frac{\partial Q_{k+1}(A_k, \lambda)}{\partial \lambda} \bigg|_{\lambda=\lambda_k} = \frac{\partial Q_{k+1}(A_k, \lambda)}{\partial \lambda} \bigg|_{\lambda=\lambda_k} = S(\lambda_k, y_{k+1}) \text{ by definition}.
\]

(3.23)

Substituting this into (3.20) yields (3.18).

Remark: The above derivation is also analogous to that of the well-known recursive prediction error (RPE) equations for model estimation [22, pp. 328-334]. Of course in RPE the cost function is the prediction error while here it is the KL measure. This insight arises from our current work in developing RPE schemes for adaptive estimation of HMM's [23].

Theorem 3.4: For known \( A \), recursion (3.8) can exactly be implemented as (3.18).

Proof: The proof is the same as [15, p. 265, theorem 3].

Remark: As proved in [15], Theorem 3.4 holds as long as the distribution of \( v_i \) belongs to the exponential family of distributions (which includes Gaussian distributions).
case computing $\mathcal{H}$ is very difficult (see [11, p. 207]). So we shall derive a sequential scheme based on computing FIM’s and score vectors of the “complete” data which can be easily expressed analytically. Also, due to the block diagonal structure of the complete data FIM, our scheme requires only $O(N^2)$ computations at each time instant. Our algorithms are obtained by using stochastic approximations to maximize the KL information measure and are motivated by considerations leading to the EM algorithm.

A. Off-line Algorithm for Maximizing KL Measure

Let $X_k$ denote the “complete” data, i.e., $X_k = (S_k, Y_k)$. Then (using a reasoning similar to that in [19]) we have

$$f(X_k | \lambda) = f(X_k | Y_k, \lambda) f(Y_k | \lambda)$$

$$\log f(Y_k | \lambda) = \log f(X_k | \lambda) - f(X_k | Y_k, \lambda).$$

(3.2)

Taking conditional expectations with respect to the observations at a parameter value $\lambda'$ yields

$$\log f(Y_k | \lambda) = \mathbb{E} \{ \log f(X_k | \lambda) | Y_k, \lambda' \} - \mathbb{E} \{ \log f(X_k | Y_k, \lambda) | Y_k, \lambda' \}.$$  

(3.3)

Denote

$$Q_k(\lambda', \lambda) = \mathbb{E} \{ \log f(X_k | \lambda) | Y_k, \lambda' \};$$

$$P_k(\lambda', \lambda) = \mathbb{E} \{ \log f(X_k | Y_k, \lambda) | Y_k, \lambda' \}. \quad \text{(3.4)}$$

Remark: $Q_k(\lambda', \lambda)$ is the conditional expectation of the log likelihood of the complete data until time $k$. Recall that in the EM algorithm described in Section II-B above, $Q_k(\lambda, \lambda)$ defined in (2.5) is simply $Q_k(\lambda_T, \lambda)$ above.

So by its definition in (2.4),

$$J(\lambda) = \mathbb{E} \{ Q_k(\lambda', \lambda) | \lambda' \} - \mathbb{E} \{ P_k(\lambda', \lambda) | \lambda' \}$$

$$= \overline{Q}(\lambda', \lambda) - \overline{P}(\lambda', \lambda) \quad \text{(say).} \quad \text{(3.5)}$$

Then from Jensen’s inequality, it follows (see [19, p. 1652])

$$\overline{Q}(\lambda', \lambda) > \overline{Q}(\lambda', \lambda') \quad \text{implies that} \quad J(\lambda) > J(\lambda'). \quad \text{(3.6)}$$

Based on (3.6), we have the following off-line algorithm for maximizing the KL measure:

Estimate $\lambda^{l-1}$ as $\max_{\lambda} \overline{Q}(\lambda', \lambda) \quad \text{(3.7)}$

where $\lambda', \lambda^{l-1}$ are the models at the $l$th and $l - 1$th pass, respectively.

B. Sequential Algorithms

Because $\overline{Q}(\lambda', \lambda) = \mathbb{E} \{ Q_k(\lambda', \lambda') | \lambda' \}$, the algorithm (3.7) gives the following sequential algorithm:

Let $\lambda_0$ be the initial model estimate. Let $\Lambda_k = (\lambda_1, \cdots, \lambda_k)$ denote the sequence of estimated HMMs till time $k$ based on the observations $Y_k$.

Then given $y_{k+1}$ at time $k + 1$

Estimate $\lambda_{k+1}$ as $\max \overline{Q}_{k+1}(\Lambda_k, \lambda) \quad \text{(3.8)}$

Finally, for a $T$-point observation sequence, estimate $\lambda_0$ as $\lambda_T$.

In (3.8)

$$\overline{Q}_{k+1}(\Lambda_k, \lambda) \triangleq \mathbb{E} \{ f(Y_{k+1}, S_{k+1} | Y_k, \lambda) | Y_{k+1}, \Lambda_k \}. \quad \text{(3.9)}$$

Remark 1: Given appropriate regularity, it can be shown (using results similar to those in [15]) that the algorithm (3.8) converges a.s and in m.s. to the true parameter value. Also the limit distribution can be evaluated.

Remark 2: In the hidden independent chain case, algorithm (3.8) specializes to the “recursive” EM algorithm proposed in [11, p. 211].

Sequential Variables: In order to implement algorithm (3.8), we define the following variables from which we evaluate $\overline{Q}_{k+1}(\Lambda_k, \lambda)$:

$$\alpha_{k+1}(j) = f(Y_0, S_0 = q_0 | \Lambda_{k-1});$$

$$\beta_{k+1}(j) = f(Y_T | S_T = q_T, \Lambda_{k-1});$$

$$\gamma_{k+1}(i) = f(S_k = q_k | Y_{k+1}, \Lambda_k);$$

$$\xi_{k+1}(i, j) = f(S_{k+1} = q_{k+1} | Y_{k+1}, \Lambda_k). \quad \text{(3.10)}$$

The following two lemmas are proved in the Appendix.

Lemma 3.1: The sequential variables defined above are computed as follows:

$$\alpha_{k|\Lambda_{k-1}}(j) = \sum_{i=1}^{N} \alpha_{i|\Lambda_{k-1}}(i) a_{i}(k-1) b_{i}(k-1, y_k), \quad \alpha_{i|\Lambda_{k-1}}(j) = \sigma_b(j, y_1) \quad \text{(3.12)}$$

$$\beta_{i+1|\Lambda_{k-1}}(j) = \sum_{i=1}^{N} a_{i}(t-1) b_{i}(t-1, y_{i+1}) \beta_{i+1|\Lambda_{k-1}}(j), \quad \beta_{i+1|\Lambda_{k-1}}(j) = 1 \quad \text{(3.13)}$$

$$\gamma_{i+1|\Lambda_{k-1}}(j) = \frac{\sum_{i=1}^{N} \alpha_{i|\Lambda_{k-1}}(i) \beta_{i+1|\Lambda_{k-1}}(j)}{\sum_{j=1}^{N} \alpha_{i|\Lambda_{k-1}}(j) \beta_{i+1|\Lambda_{k-1}}(j)} \quad \text{(3.14)}$$

$$\xi_{i+1|\Lambda_{k-1}}(i, j) = \frac{\sum_{i=1}^{N} \sum_{j=1}^{N} \alpha_{i|\Lambda_{k-1}}(i) a_{i}(t-1) \beta_{i+1|\Lambda_{k-1}}(j) b_{i}(t-1, y_{i+1})}{\sum_{j=1}^{N} \sum_{i=1}^{N} \alpha_{i|\Lambda_{k-1}}(i) a_{i}(t-1) \beta_{i+1|\Lambda_{k-1}}(j) b_{i}(t-1, y_{i+1})} \quad \text{(3.15)}$$
C. On-Line Reestimation Equations

We now explicitly obtain the HMM sequential reestimation equations by obtaining expressions for $I_{k+1}^\text{E}(\lambda)$ and $S\mathcal{L}(\Lambda_k, \gamma_k + 1)$ in (3.18), Theorem 3.3.

Evaluation of Fisher Information Matrix $I_{k+1}^\text{E}$: Because each term in (3.17) depends on only one of the model parameters,

$$I_{k+1}^\text{E}(\lambda) = \text{blockdiag} \left( I_{k+1}^E(\Lambda), I_{k+1}^E(\lambda), I_{k+1}^E(\sigma_w^2) \right)$$

where $I_{k+1}^E(\Lambda)$, $I_{k+1}^E(\lambda)$, and $I_{k+1}^E(\sigma_w^2)$ are matrices obtained by taking derivatives with respect to the transition probabilities, state levels, and noise variance, respectively.

Evaluation of $I_{k+1}^E(\lambda)$: Notice that $\Sigma$, $\alpha_y = 1$, only $N - 1$ elements of each row of $A$ need to be estimated. For each row let $l_i$ be such that $a_{il_i}$ is the element not estimated, i.e., it is not obtained as

$$a_{il_i} = 1 - \sum_{j=1}^{N} a_{ij}, \quad j \neq l_i.$$ 

So $I_{k+1}^E(\lambda)$ is of the form

$$I_{k+1}^E(\lambda) = \text{blockdiag} \left( P_1, \cdots, P_N \right),$$

where $P_j = M^{(j)} + C^{(j)} C^{(j)T}$

$$M^{(j)} = \text{diag} (\mu_j), \quad 1 \leq j \leq N; \quad j \neq l_i$$

with

$$\mu_j = \left( \frac{\sum_{i=1}^{k+1} \gamma_{i|k+1,\Lambda - (i,j)}(i,j)}{a_{ll_i}^2} \right)^{1/2} \quad \text{(3.24)}$$

and $C = (c_i)$ is a constant $N - 1$ element column vector with elements

$$c_i = \left( \frac{\sum_{j=1}^{k+1} \gamma_{i|k+1,\Lambda - (i,j)}(i,l_j)}{a_{ll_i}^2} \right)^{1/2} \quad \text{(3.25)}$$

To find $I_{k+1}^E(\lambda)$ we use the matrix inversion lemma and get

$$P_j^{-1} = M^{(j)-1} - \left( \frac{1}{\sigma_w^2} + \sum_{j \neq l_i} \frac{1}{\mu_j} \right)^{-1} F^{(j)} F^{(j)T} \quad \text{(3.26)}$$

where $F^{(j)}$ is a $N - 1$ element column vector with elements $\left( \mu_j \right)^{-1}, j = 1, \cdots, N; j \neq l_i$.

Evaluation of $I_{k+1}^E(\lambda)$: $I_{k+1}^E(\lambda)$ is a diagonal matrix with elements $-\delta^2 \mathcal{Q}_{k+1}(\Lambda_k, \lambda) / \delta q_i^2$. Evaluating this yields

$$I_{k+1}^E(\lambda) = \text{diag} \left( \frac{\sum_{i=1}^{k+1} \gamma_{i|k+1,\Lambda - (i)}(1)}{\sigma_w^2}, \cdots, \frac{\sum_{i=1}^{k+1} \gamma_{i|k+1,\Lambda - (i)}(N)}{\sigma_w^2} \right) \quad \text{(3.27)}$$

Evaluation of $I_{k+1}^E(\lambda)$: $I_{k+1}^E(\lambda)$ is a scalar and is evaluated as

$$I_{k+1}^E(\lambda) = (k + 1) / (2\sigma_w^2). \quad \text{(3.28)}$$

Evaluation of Score Vector $S$: We evaluate the score as

$$\partial S\mathcal{L}_{k+1}^E(\lambda, \Lambda_k, \lambda) / \partial \Lambda_k$$

Evaluating $\partial S\mathcal{L}_{k+1}^E(\lambda, \Lambda_k, \lambda) / \partial \Lambda_k$ yields:

$$S\mathcal{L}(\lambda, \gamma_k + 1) = \left[ S\mathcal{L}(\lambda, \gamma_k + 1), S\mathcal{Q}(\lambda, \gamma_k + 1), S\mathcal{E}(\lambda, \gamma_k + 1) \right]'$$

where $S\mathcal{L}(\cdot)$ is a vector with elements $\partial S\mathcal{L}_{k+1}^E(\lambda, \lambda) / \partial \gamma_i, j \neq l_i$, $S\mathcal{Q}(\cdot)$ is a vector with elements $\partial S\mathcal{L}_{k+1}^E(\lambda, \lambda) / \partial q_i$, and $S\mathcal{E}(\cdot)$ is the scalar of $\partial S\mathcal{L}_{k+1}^E(\lambda, \lambda) / \partial \sigma_w^2$

$$S\mathcal{L}(\lambda, \gamma_k + 1) = \left( S\mathcal{L}(1), S\mathcal{L}(2), \cdots, S\mathcal{L}(N) \right)'$$

$$S\mathcal{L}(i) = \left( s_\Lambda(i, 1), \cdots, s_\Lambda(i, l_i - 1), s_\Lambda(i, l_i + 1), \cdots, s_\Lambda(i, N) \right) \quad \text{(3.29)}$$

where

$$s_\Lambda(i, j) = g_l(i) - g_l(i), \quad j \neq l_i$$

$$g_l(i) = \frac{\sum_{j=l_i+1}^{l_i+1} \gamma_{i|k+1,\Lambda - (i,j)}}{a_{ll_i}} \quad \forall j$$

$$S\mathcal{Q}(\lambda, \gamma_k + 1) = \frac{1}{2\sigma_w^2} \sum_{i} \gamma_{i|k+1,\Lambda - (i)}(1)(\gamma_k + 1 - q_i) / \sigma_w^2$$

$$\cdots, \gamma_{i|k+1,\Lambda - (i)}(N)(\gamma_k + 1 - q_i) / \sigma_w^2$$

$$S\mathcal{E}(\lambda, \gamma_k + 1) = \frac{1}{2\sigma_w^2} \sum_{i} \gamma_{i|k+1,\Lambda - (i)}(1)(\gamma_k + 1 - q_i)^2$$

$$- \frac{1}{2\sigma_w^2} \sum_{i} \gamma_{i|k+1,\Lambda - (i)}(N)(\gamma_k + 1 - q_i)^2$$

$$- \frac{1}{2\sigma_w^2} \sum_{i} \gamma_{i|k+1,\Lambda - (i)}(N)(\gamma_k + 1 - q_i)^2$$

Summary of On-line Reestimation Equations: Substituting for $I_{k+1}^E(\cdot)^{-1}$ from (3.26), (3.27), and (3.28) and for $S(\cdot)$ from (3.29), (3.31), and (3.32) into the algorithm (3.18) yields the on-line reestimation formulas which we now summarize:

Let $\Lambda_k = (A(k), \pi(k), \sigma_w^2(k))$ be the model estimate at time $k$. Then $\lambda_k + 1$ is calculated as

$$a_0(k + 1) = a_0(k) + \frac{1}{\mu_j} \left( g_l(i) - \sum_{h=1}^{N} \frac{\gamma_{i|k+1,\Lambda - (i)}}{\mu_h^{(i)}} \right), \quad i = 1, \cdots, N; \quad j = 1, \cdots, N; \quad \text{(3.33)}$$

$$q_i(k + 1) = q_i(k) + \gamma_{i|k+1,\Lambda - (i)}(\gamma_k + 1 - q_i(k)) / \sum_{l=1}^{N} \gamma_{i|k+1,\Lambda - (i)}(l) \quad \text{(3.34)}$$
\[ \sigma^2_{k+1}(k) = \sigma^2_{k}(k) + \sum_{i=1}^{N} \gamma_{k+1|k+1, \Delta_i}(i) \left( (y_{k+1} - q_i(k))^2 - \sigma^2_{k}(k) \right) \]

where \( g_0^{(i)} \) is defined in (3.30) and \( \mu_k^{(i)} \) is defined in (3.24).

Remark 1: Notice that the above reestimation formula or the transition probabilities (3.33) ensures that \( \sum_i a_i(k) = 1 \) for all \( k \). This is so since the incremental term in the recursion (3.33) when summed over \( j \), equals zero. So if the initial transition probability matrix at time \( k = 1 \) has its rows adding up to one, the estimate for any \( k \) will also satisfy this constraint.

Remark 2: On-line reestimation formulas for arbitrary (not necessarily Gaussian) symbol probabilities can be derived similarly: The second term in (3.17) is then

\[ \sum_i \gamma_{k+1|k+1, \Delta_i}(i) \log b_i(k, \gamma_{k+1}). \]

Evaluating the Fisher information matrix and score vector and substituting in (3.18) yields the reestimation formula for the symbol probabilities. However, we shall not deal with arbitrary symbol probabilities in this paper.

Remark 3: As expected, (3.34) and (3.35) specialize to the equations in [11, p. 210] when the imbedded chain is independent rather than Markov.

Of course, because the noise is Gaussian, once the state levels \( q_0^{(i)} \) are known then the symbol probability densities are

\[ b_i(k, \gamma_{k+1}) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{(y_{k+1} - q_i(k))^2}{2\sigma^2_{k}(k)} \right), \]

\[ i = 1, \cdots, N. \] (3.36)

D. Implementation Aspects

We discuss some implementation aspects which enhance performance on finite length data.

1) Fixed-Lag Implementation: The implementation of the on-line algorithm requires calculation of the fixed-interval variables \( \gamma_{k+1|k+1, \Delta_i} \) and \( \gamma_{k+1|k+1, \Delta_i} \), \( i \leq k + 1 \). This is not computationally feasible. Instead we approximate these fixed interval variables by fixed-lag variables \( \gamma_{k+1|k+1, \Delta_i} \) and \( \gamma_{k+1+\Delta_i|k+1+\Delta_i} \), \( \Delta \geq 0 \). We show how to evaluate these fixed-lag variables in the next section.

2) Exponential Forgetting: As we shall show in simulations, to track time-varying parameters, it is advantageous to do exponential forgetting which reduces the effect of past observations relative to the new input data. We propose the following scheme which is analogous to that proposed in [19]:

Let \( 0 < \rho \leq 1 \) be the forgetting factor. (\( \rho = 1 \) means that there is no forgetting.) In the evaluation of \( \mu_k^{(i)} \) in (3.24) use \( \Sigma_{l+1} \rho^{l+1} a_{i+1|l+1, \Delta_i} \), \( i, j \) (or its fixed-lag approximation) instead of \( a_{i+1|l+1, \Delta_i} \), \( i, j \). Similarly, use \( \Sigma_{l+1} \rho^{l+1} \gamma_{i+1|l+1, \Delta_i} \) (or its fixed-lag approximation) instead of \( \gamma_{i+1|l+1, \Delta_i} \) in (3.34). Also use \( \Sigma_{l+1} \rho^{l+1} \) in the denominator of (3.35).

IV. FIXED AND SAWTOOTH-LAG SMOOTHING

As described above, we approximate the fixed interval variables in the reestimation equations by \( \gamma_{k+1+\Delta_i|k+1+\Delta_i} \) and \( \gamma_{k+1+\Delta_i|k+1+\Delta_i} \). Here we show how to evaluate these vectors using fixed-lag and sawtooth-lag smoothing schemes. The sawtooth-lag smoothing turns out to be computationally more attractive.

Both fixed and sawtooth-lag schemes are based on the standard backward recursions reviewed in [5]. Besides being required in the on-line reestimation equations, these smoothing schemes are of independent interest since they significantly decrease the memory requirement of storing \( T \) vectors to compute \( \gamma \) in the standard forward–backward scheme. For sufficiently large lags they can be used instead of the fixed interval forward–backward algorithm in standard HMM processing.

A. Fixed-Lag Estimation

The fixed-lag variable \( \beta_{k|k+1, \Delta_i} \) is calculated as follows:

\[ \beta_{k|k+1, \Delta_i} = A(k-1) B(k-1, k+1) \]

\[ \cdot \cdot \cdot \cdot \cdot A(k-1) B(k-1, k+\Delta) \cdot \cdot \cdot \cdot \cdot 1 \] (4.1)

where \( B(k-1, k+1) \) is the diagonal matrix \( \text{diag}(b_1(k-1, y_{k+1}), \cdots, b_N(k-1, y_{k+1})) \) and \( 1 \) is the \( N \) vector with elements 1.

The fixed-lag \textit{a posteriori} probabilities associated with Problem 2 can be computed similarly to (3.14) as

\[ \gamma_{k+\Delta_i|k+1, \Delta_i} = \frac{\alpha_{k+\Delta_i, \Delta_i}(i) \beta_{k+\Delta_i, \Delta_i}(i)}{\sum_{i=1}^{N} \alpha_{k+\Delta_i, \Delta_i}(i) \beta_{k+\Delta_i, \Delta_i}(i)} \]

\[ i = 1, 2, \cdots, N. \] (4.2)

Then using (2.3) the fixed-lag MAP state sequence estimates are obtained.

Notice from (4.1) that \( \beta_{k|k+1, \Delta_i} \), can be computed forwards in time. This has the advantage that only one vector \( \beta_{k|k+1, \Delta_i} \), needs to be stored to compute \( \gamma_{k+\Delta_i|k+1, \Delta_i} \). Thus the computational cost of the fixed-lag backward algorithm is \( \Delta C_F \) and the memory requirement is \( \Delta N \); in comparison the computational cost of the forward–backward scheme is \( C_F \) and memory required is \( NT \).

B. Sawtooth-Lag Estimation

In the sawtooth-lag scheme we work with a lag varying from a fixed lag \( \Delta_{\text{min}} \) to another of \( \Delta_{\text{max}} \geq 2 \Delta_{\text{min}} \) maintaining an average lag of \( (\Delta_{\text{min}} + \Delta_{\text{max}})/2 \). Let us consider \( k \) belonging to a subinterval \([k_1, k+\Delta_{\text{max}} - \Delta_{\text{min}}]\). Now instead of using the fixed-lag variable \( \beta_{k|k+1, \Delta_i} \),
we use the sawtooth-lag variable \( \beta_k | k_i, + \Delta_k \). That is, we compute \( \beta \) for a fixed model \( \lambda_{k-1} \) starting at \( k + 1 \) and \( \Delta_{\max} \), \( k \in [1, k_1 + \Delta_{\max} - \Delta_{\min}] \), is computed using a similar backward recursion to (3.13):

\[
\beta_k | k_1, + \Delta_{\max}, \lambda_{k-1}, (i) = \sum_{j=1}^{N} a_j (k_i - 1) b_j (k_i - 1, y_{k_i} + 1)
\]

\[
\cdot \beta_{k + 1 | k_1, + \Delta_{\max}, \lambda_{k-1}, (j)}
\]

initialized by \( \beta_{k_1, + \Delta_{\max}, \lambda_{k-1}, (i)} = 1 \). Notice that out of \( \Delta_{\max} \) values of \( \beta \) computed above, only \( \Delta_{\max} - \Delta_{\min} \) values (namely, from time \( k_1, k_1 + \Delta_{\max} - \Delta_{\min} \)) are used and \( \Delta_{\min} \) values (from time \( k_1 + \Delta_{\max} - \Delta_{\min}, k_1 + \Delta_{\max} \)) are discarded.

There is a tradeoff in selecting \( \Delta_{\max} \) and \( \Delta_{\min} \). We must choose \( \Delta_{\min} \) sufficiently large so that the initialization of \( \beta \) at time \( k_1 + \Delta_{\max} \) has negligible effect at time \( k_1 + \Delta_{\max} - \Delta_{\min} \). On the other hand, \( \Delta_{\min} \) should be sufficiently small so that the estimated model at time \( k_1 + \Delta_{\max} \) is not too different from that at time \( k_1 \).

The sawtooth-lag scheme is efficient because the computational cost for \( T \) observations is \( \Delta_{\max} C_F / (\Delta_{\max} - \Delta_{\min}) \) and the memory required is \( (\Delta_{\max} - \Delta_{\min}) \mathcal{N} \). So there is the possibility of trading computation time with memory, e.g., Choosing \( \Delta_{\max} = 2 \Delta_{\min} \), the memory requirements are minimal \( (\Delta_{\min} \mathcal{N}) \) and the computation effort required is twice that for the forward-backward procedure. By choosing \( \Delta_{\max} \gg \Delta_{\min} \), the computation effort required approaches the forward-backward procedure and the memory requirements are increased in proportion to \( \Delta_{\max} \).

V. ELIMINATION OF DETERMINISTIC INTERFERENCES

We now illustrate an application of the proposed on-line techniques. We consider the case where in addition to white Gaussian noise (WGN), the Markov process \( s_k \) is also corrupted by a deterministic signal of known form with unknown parameters.

Let \( p_k(\Theta) \), parametrized by \( \Theta \in \mathbb{R}^p \) denote the deterministic disturbance. We assume that the functional form of \( p_k \) is known but the parameter vector \( \Theta = (\theta_1, \ldots, \theta_p) \) is unknown. In addition, it is assumed that \( \Theta \) is slowly time varying or undergoes infrequent jump changes. We consider two such examples of deterministic disturbances:

1) Periodic or almost periodic disturbances (with known frequency components \( \omega_n \))

\[
p_k(\Theta) = \sum_{n=1}^{p} a_n \sin (\omega_n k + \phi_n) \quad \text{and} \quad \Theta = (a_1, \ldots, a_p, \phi_1, \ldots, \phi_p).
\]

2) Drift in the states of the Markov process, \( p_k(\Theta) = \sum_{n=1}^{p} a_n k^2 \) and \( \Theta = (a_1, \ldots, a_p) \).

Expressing \( p_k(\Theta) \) as a sum of \( \sin (\omega_n k) + d_n \cos (\omega_n k) \) does not simplify the resulting reestimation equations in any way.

Signal Model: We assume that \( s_k \) is hidden, that is indirectly observed by measurements \( y_k \):

\[
y_k = s_k + p_k + w_k
\]

where \( s_k, w_k \) are defined in Section II-A. The resulting HMM is denoted \( \lambda = (A, \Theta, q, \pi) \). For notational convenience we assume that \( \sigma_w^2 \) is known.

On-line Reestimation: Again given the above signal model, two interrelated problems can be posed and solved. The first problem is identical to that in Section II-B and its solution is identical to that in Section IV, with \( b_i(k - l, y_k) \) defined as follows:

\[
b_i(k - 1, y_k) = f(y_k - p_i(\Theta(k - 1))) s_k = q_i(k - 1)
\]

\[
= \frac{1}{\sqrt{2\pi} \sigma_w} \exp \left( -\frac{(y_k - q_i(k - 1) - p_i(\Theta(k - 1)))^2}{2\sigma_w^2} \right).
\]

(5.2)

Problem 2 now involves on-line reestimation based on maximizing the KL measure of the estimated model \( \lambda_k = (A(k), \Theta(k), q(k)) \).

Derivation of On-line Reestimation Equations: We now obtain expressions for \( I_{k+1} (\lambda_k), S(\lambda_k, y_{k+1}) \) for the periodic disturbance case then derive the reestimation equations using (3.18) of Theorem 4.1. The reestimation equations in the case of polynomial drift can be derived similarly; for brevity we omit the proofs.

Evaluation of Fisher Information Matrix: In this case Lemma 3.2 holds with

\[
\mathcal{L}_{\lambda_{k+1}, \lambda} (\lambda_{k+1}, \lambda) = \sum_{i=1}^{N} \sum_{j=1}^{N} \gamma_{i,k+1, \lambda_{k+1}, \lambda} (i, j) \log a_{ij}
\]

\[
+ \sum_{i=1}^{N} \gamma_{i,k+1, \lambda_{k+1}, \lambda} (i) \log \frac{1}{\sqrt{2\pi} \sigma_w} \exp \left( -\frac{(y_i - q_i - p_i(\Theta))^2}{2\sigma_w^2} \right).
\]

(5.3)

Then evaluating \( -\partial^2 \mathcal{Q}_{k+1, \lambda} (\lambda_{k+1}, \lambda) / \partial \lambda^2 \) yields

\[
l_{k+1} (\lambda) = \text{diag} \left( I_{k+1} (\lambda), I_{k+1} (\lambda), I_{k+1} (\lambda) \right)
\]

where \( I_{k+1} (\lambda) \) is computed in (3.26), \( I_{k+1} (\lambda) \) is computed in (3.27) and \( I_{k+1} (\lambda) = \text{diag} \left( I_{k+1} (\lambda), I_{k+1} (\lambda) \right) \).

\[
l_{k+1} = \text{diag} \left( -\left( \sum_{i=1}^{k+1} \sin^2 (\omega_i t + \phi_i) / \sigma_w^2 \right),
\]

\[
\cdots,
\]

\[
-\left( \sum_{i=1}^{k+1} \sin^2 (\omega_i t + \phi_i) / \sigma_w^2 \right)
\]

(5.4)
\[ I_k^p = \text{diag}(I_k^1(1), \ldots, I_k^p(p)) \] where for \( m = 1, \ldots, p \),

\[
I_{k+1}^p(m) = - \left( a_m^2 \sum_{i=1}^{k+1} \cos(\omega_m t + \phi_m) \right) \\
+ \left( y_{k+1} - g_t - \sum_{n=1}^p a_n \sin(\omega_n t + \phi_n) \right) a_m \\
\cdot \sin(\omega_m t + \phi_m) / \sigma_w^2 ,
\]

(5.5)

**Evaluation of Score Vector:** The data score is simply

\[ S(\lambda_k, y_{k+1}) = \frac{\partial \mathcal{L}_{k+1}^{k+1}(A_k, \lambda) / \partial \lambda_{k+1} \lambda_k}{\partial \lambda_{k+1} \lambda_k} \]

where \( \mathcal{L}_{k+1}^{k+1}(A_k, \lambda) \) is defined in (5.3).

Evaluating \( S(\lambda, y_{k+1}) = \mathcal{L}_{k+1}^{k+1}(A_k, \lambda) / \partial \lambda \) gives

\[ S_k(\lambda, y_{k+1}) = (S_k(\lambda, y_{k+1}), S_Q(\lambda, y_{k+1}), S_S(\lambda, y_{k+1})) \]

For periodic disturbances, \( \Theta_{k+1} \) is reestimated as

\[
a_n(k+1) = a_n + \frac{\left( y_{k+1} - \sum_{n=1}^p a_n \sin(\omega_n(k+1) + \phi_n) - g_{k+1} \right) \sin(\omega_n(k+1) + \phi_n)}{\sum_{i=1}^{k+1} \sin^2(\omega_n t + \phi_n)} ,
\]

(5.10)

\[
\phi_n(k+1) = \phi_n + \frac{\left( y_{k+1} - \sum_{n=1}^p a_n \sin(\omega_n(k+1) + \phi_n) - g_{k+1} \right) a_n \cos(\omega_n(k+1) + \phi_n)}{\sum_{i=1}^{k+1} a_n^2 \cos(\omega_n t + \phi_n) + \left( y_{k+1} - \sum_{n=1}^p a_n \sin(\omega_n t + \phi_n) + g_t \right) a_n \sin(\omega_n t + \phi_n)} .
\]

(5.11)

For polynomial drift, \( \Theta_{k+1} \) is reestimated as

\[
a_n(k+1) = a_n + \frac{\left( y_{k+1} - \sum_{n=1}^p a_n(k+1)^n - g_{k+1} \right)(k+1)}{\sum_{i=1}^{k+1} a_n i^n} .
\]

(5.12)

In the above equations, \( \gamma_t = \sum_{i=k+1}^{N} \gamma_{t+i+1, A_k} q_i \).

(Recall that in the above equations, the right-hand side parameters are estimates at time \( k \); for notational convenience we have dropped this time dependency.)

**Implementation Details:**

1. Again in the actual implementation, \( \gamma_{t+k+1, A_{k+1}} \) and \( \delta_{t+k+1, A_{k+1}} \) are replaced by fixed or sawtooth-lag variables.

2. Applying forgetting leads to quicker convergence. Apart from the forgetting scheme outlined in Section IV for the Markov chain, we propose setting the denominators of (5.10) and (5.11) to a fraction of their value when these terms exceed a particular threshold. We illustrate the advantages of applying forgetting in the simulations.

3. Use \( a_m(t-1), a_n(t-1), \phi_n(t-1), \) and \( \phi_n(t-1) \) to approximate the computation of \( I_k^1, I_k^p \) in (5.4) and (5.5).

**Discussion:**

**Frequency Reestimation:** On-line reestimation equations for updating the frequency components \( \omega_m \) can also
be derived similarly. The equations are

\[ \omega_{n}(k + 1) = \omega_{n} + \frac{(k + 1) \left( y_{k+1} - \sum_{n=1}^{p} a_{n} \sin (\omega_{n}(k + 1) + \phi_{n}) - g_{k+1} \right) \cos (\omega_{n}(k + 1) + \phi_{n})}{\sum_{n=1}^{p} r_{n}^{2} a_{n} \cos (\omega_{n} + \phi_{n}) + \left( y_{i} - \sum_{n=1}^{p} a_{n} \sin (\omega_{n} + \phi_{n}) - g_{i} \right) \sin (\omega_{n} + \phi_{n})}. \]  

(5.13)

However, there is a large number of local maxima in \( J(\lambda_{k}) \) [10], so there is no guarantee that (5.13) will converge to a global maxima.

We have developed off-line frequency reestimation techniques in [10]. We believe that it may be possible to combine the off-line scheme with (5.13) to track time-varying frequencies. Alternatively, it may be possible to run a bank of on-line processors and select at each time \( k \) the estimate which maximizes \( J(\lambda_{k}) \). Further discussion of frequency reestimation is beyond the scope of this paper.

**Independent Distributed (i.d.) Chain:** We briefly consider the case when the imbedded chain is i.d. instead of Markov. Then the observations are characterized by the model \( \lambda = (\pi, q, \Theta) \) where \( \pi = P(s_{1} = q_{i}) \). The model estimate at time \( k \) is \( \lambda_{k} = (\pi(k), q(k), \Theta(k)) \) where \( \pi(k) \) is the estimate of \( \pi \) at time \( k \). The online reestimation formulas are

\[ \pi(k + 1) = \pi(k) + k^{-1} \left( \sum_{i=1}^{k+1} (\pi_{i}(k) + \lambda_{i}(i) - \pi_{i}(k)) \right) \]  

(5.14)

\[ q(k + 1) = q(k) + \frac{(y_{k+1} - q(k) - p_{k+1}(\Theta(k)))}{k \pi(k)}. \]  

(5.15)

Here \( \gamma_{k+1|k+1} = \sum_{i=1}^{k+1} \pi_{i}(k) b_{i}(k, y_{k+1}) \) and

\[ \gamma_{k+1|k} = \sum_{i=1}^{k} \pi_{i}(k) b_{i}(k, y_{k+1}). \]  

(5.16)

The above equations are derived in [11], [15] using a similar approach to Section IV. The amplitude and phase reestimation equations are given by (5.10) and (5.11) with \( \gamma_{k} \) defined in (5.16). These can be derived using a similar proof to that outlined above for the Markov case.

**VI. SIMULATION STUDIES**

We illustrate the proposed schemes for the case where only white Gaussian noise is present and the case when also a periodic interference is present.

**A. Markov Signals Imbedded in White Gaussian Noise**

1) Sawtooth-Lag Signal Extraction: Here we examine the effect of sawtooth lag on the signal estimates. We assume that the transition probabilities and Markov levels are known.

A 200000 point two state Markov chain with \( \pi_{1} = \pi_{2} = 0.5, a_{11} = a_{22} = 0.97, \) and \( q_{1} = 0, q_{2} = 1 \) was generated. To this was added zero-mean white Gaussian noise (WGN) sequences with standard deviations \( \sigma_{w} = 0.5, 1.0, 1.5, 2.0, \) respectively, to yield 4 sets of 200000 point observations.

With the initial transition probability estimates set at 0.97 and initial state level estimates set at 0 and 1, our on-line scheme was run on the 4 sets of observations. MAP signal estimates were obtained as in (2.3). Fig. 1 shows the number of errors in the MAP signal estimates per 10000 points plotted versus sawtooth-lag \( \Delta_{\text{min}} \). \( \Delta_{\text{max}} \) was taken as \( 2 \Delta_{\text{min}} \).

Notice that for small noise variance \( \sigma_{w} \), choosing \( \Delta_{\text{min}} = 4 \) yields satisfactory results. For larger \( \sigma_{w} \), it is necessary to increase the lag to obtain acceptable signal estimates. In all cases increasing \( \sigma_{w} \) increases the number of errors.

2) Effect of Sawtooth-Lag on Convergence: Using the same 4 observation sequences as above we illustrate the effect of lag on convergence of the on-line scheme.

Initial transition probability estimates \( q_{1}(0) = 0.8 \) were chosen. In Fig. 2 we plot \( a_{11}(k) \) versus \( k \) at 20000 point intervals for sawtooth lags with \( \Delta_{\text{min}} = 2 \) and \( 20 \) (\( \Delta_{\text{max}} = 2 \Delta_{\text{min}} \)).

Notice that for the low noise case (\( \sigma_{w} = 0.5 \)) the convergence is independent of lag. With increasing noise larger lags result in faster convergence. As in the state estimation case above, simulations show that there is no appreciable improvement in convergence beyond a certain lag. For example, for \( \sigma_{w} = 1 \), choosing \( \Delta_{\text{min}} > 20 \) does not result significant improvements. Also convergence slows with increasing \( \sigma_{w} \).

Simulations not presented here show that the estimates of \( \pi \) improve with lag in a similar fashion to the improvement of the signal estimates with lag as described above. This is not surprising since both the MAP estimates as well as the estimates of \( \pi \) are obtained from \( \gamma_{k+1|k} \) and \( \gamma_{k+1|k} \), respectively.

3) Comparison with Baum–Welch Reestimation: We compare the performance of the proposed on-line scheme with the Baum–Welch (off-line) scheme.

A 100000 point two state Markov chain with \( a_{11} = a_{22} = 0.97, \pi_{1} = \pi_{2} = 0.5, \) and \( q_{1} = 0, q_{2} = 1 \) was generated. To this was added zero-mean WGN with \( \sigma_{w} = 2.0 \) yielding the observations.

Initial estimates were taken as \( q_{1}(0) = 0.1, q_{2}(0) = 0.6, a_{11}(0) = 0.9 \). Also the sawtooth lag was chosen as \( \Delta_{\text{min}} = 20, \Delta_{\text{max}} = 40 \). Fig. 3 shows the performance of the on-line algorithm on the observations. Notice that \( q_{i}(k) \) are close to the true values \( q_{i} \) from \( k = 30000 \) onwards.
The estimates $a_{11}(k), a_{22}(k)$ also go towards the true values.

Fig. 4 shows the performance of the Baum-Welch (off-line) reestimation scheme on the same observation sequence. The same initial estimates were used as in the online case. Notice that the on-line estimates $q_i(k)$ for large $\Delta$ are close to the off-line estimates $\tilde{q}_i$ in the 10th pass. Also the on-line estimates $a_{ii}(k)$ are close to that of the off-line estimates after 7 passes. These illustrate the significant improvement in convergence of the on-line scheme.

4) Illustration of Forgetting: We show how using exponential forgetting can result in much faster convergence. Also only filtered variables (\(\Delta = 0\)) are used in this example.

A three state Markov chain with $a_{ii} = 0.9, a_{ij} = 0.05, \pi_i = 0.33, [q(1), q(2), q(3)] = [0, 1, 2]$ was generated. Then WGN with $\sigma_w = 1$ was added yielding the observations. Initial parameter estimates were $a_{ii}(0) = 0.1, q_i(0) = 0.5, 0.6, 0.7$.

Fig. 5(a) shows the evolution of $q_i(k)$ versus time without forgetting ($\rho = 1$) and with exponential forgetting ($\rho = 0.9979$). Fig. 5(b) shows the evolution of $a_{ii}(k)$. The estimates were plotted at 1000 point intervals. Notice that the level estimates with forgetting are very close to the true values in less than 10000 points and are comparable with the estimates at $k = 50000$ without forgetting. Similarly, the transition probabilities are very close to the true values after 250000 points with forgetting. The estimates without forgetting after 400000 points are still not close to the true values. (Actually they ap-
approach the true value after 3 million points.) This shows that forgetting can significantly speed up convergence.

5) Effect of Initial Estimates: Extensive simulations have been carried out to ascertain the effect of initial estimates on the performance of the proposed on-line scheme. We have tested the on-line scheme over the following range of models, assuming \( q_i = i \):

- \( N = 2, 3, 4 \), \( a_{ii}(0) = 0.5 \) to \( 0.99 \), \( a_{ii} \) up to 2
- and over the following range of initial conditions:
  - \( a_{ii}(0) = 0.1 \) to \( 0.99 \)
  - \( q_i(0) \) up to \( 3a_{ii} \) away from true values \( q_i \).

In all cases, over this range of models and initial conditions, the on-line scheme yielded estimates that converged to the true model. Of course, when \( a_{ii} \) is large convergence is slow and so longer data sequences are required to check for convergence. The initial conditions (particularly level estimates) do, however, appear to have some effect on convergence rates as described below.

Fig. 6 shows the effect of 5 different initial estimates on the on-line scheme for the same data as in the previous simulation example. To speed up convergence, the same forgetting scheme as in the previous simulation example was used. The initial estimates are:

- Fig 6(a): \( a_{ii}(0) = 0.9, q(0) = (0.5, 1, 1.5, 2) \).
- Fig 6(b): \( a_{ii}(0) = 0.9, q(0) = (0, 0.5, 1, 1.5) \).
- Fig 6(c): \( a_{ii}(0) = 0.9, q(0) = (-2, -1.5, -1, -0.5) \).
- Fig 6(d): \( a_{ii}(0) = 0.9, q(0) = (0, 0.05, 0.1, 0.15) \).
- Figs 6(e) and (f): \( a_{ii}(0) = 0.1, q(0) = (-2, -1.5, -1, -0.5) \).

Figs. 6(a) to (d) show the state level estimates \( q(k) \) for the above initial conditions. The estimates are plotted every \( 5 \times 10^4 \) points and the time scale is in units of \( 5 \times 10^4 \). Notice that when the initial estimates are chosen such that more than one initial value is close to a particular state then the convergence can slow down since both the estimates may track the same state level for some time (see Fig. 6(a) and especially Fig. 6(b)). Nevertheless, the level estimates converge to the true values (not shown in the figures).

Fig. 6(e) shows the transition probability estimates
when the initial estimates are chosen at some distance from the true value $a_{ii} = 0.1$. Again the probabilities converge to the true values. Also the level estimates converge (Fig. 6(f)).

8. Markov Signal Imbedded in White Noise and Periodic Interference

We here illustrate the performance of the proposed schemes when the Markov chain is imbedded in periodic interference in addition to WGN.

1) Illustration of Proposed Scheme: The purpose of this example is to show that the proposed algorithm satisfactorily learns the Markov state levels, transition probabilities, and also amplitude and phase components of the periodic signal (with known frequency components) from the sum of the Markov signal, periodic signal, and WGN of known variance.

A 40000-point 2 state Markov chain was generated with $a_{ii} = 0.97$ and $q_1 = 0$, $q_2 = 1$. To this chain was added zero-mean WGN with $\sigma_w = 0.5$. Also a periodic interference $a_1 \sin (\omega_1 k + \phi_1) + a_2 \sin (\omega_2 k + \phi_2)$ was added where $\Theta = (a_1, a_2, \phi_1, \phi_2) = (0.8, 0.5, \pi/3, 0)$. Initial Markov estimates were taken as $q_1(0) = -0.1$, $q_2(0) = 0.6$, and $a_{ii}(0) = 0.90$. Also the initial estimate $\Theta(0) = (0.5, 0.5, 0.3, 0.3)$.

Fig. 7 shows the amplitude and phase estimates plotted versus time. Notice that after 50000 points the amplitudes and phases are very close to the true values. At $k = 50000$, the state level estimates were $q_1(k) = 0.021$, $q_2(k) = 1.003$ and the transition probability estimates were $a_{11}(k) = 0.963$, $a_{22}(k) = 0.967$ which are also close to the true values. Thus the proposed schemes satisfactorily cope with the presence of periodic interferences.

2) Tracking Sinusoid with Jump Change in Phase and Amplitude: Here we consider a Markov chain imbedded in sinusoidal interference with jump changes in amplitude and phase in addition to white noise. We illustrate the

![Fig. 5. (a) On-line estimation of Markov state levels. Top: Without exponential forgetting ($p = 1$). Bottom: With exponential forgetting ($p = 0.9979$), initial estimates: $q_1(0) = 0.5$, $q_2(0) = 0.6$, $q_3(0) = 0.7$. (b) On-line estimation of transition probabilities. Top: Without exponential forgetting ($p = 1$). Bottom: With exponential forgetting ($p = 0.9979$), initial estimates: $a_{ii}(0) = 0.1$, $a_{ij}(0) = 0.45$.](image-url)
performance of the proposed on-line schemes tracking the amplitudes and phases.

To the Markov chain of the previous example was added sinusoidal interference $a \sin (w k + \phi)$ where $a = 0.8$ and $\phi = \pi/6$ for $1 \leq k \leq 20000$
$a = 0.5$ and $\phi = \pi/3$ for $20001 \leq k \leq 40000$. Then WGN with $\sigma_w = 0.5$ was added to yield the observations.

We ran our standard on-line scheme (without forgetting) and the on-line scheme with forgetting on the data. In the scheme with forgetting, when the denominator of (5.10) exceeded 3000, the denominators of (5.10) and (5.11) were reset to a tenth of their value. Initial estimates were taken as $a_i(0) = 0.8, q_1(0) = 0, q_2(0) = 0.6$. The initial amplitude and phase were chosen as 0.5 and 0.5 rad, respectively.
Fig. 7. On-line estimation of phases and amplitudes of periodic interference. True parameters: $\Theta = (a_1, a_2, \Phi_1, \Phi_2) = (0.8, 0.5, \pi/3, 0)$, $a_1 = 97$, $a_2 = 0.5$.

Fig. 8 shows how the amplitude and phase are tracked versus time. Notice that our standard scheme learns the amplitude and phase for $k < 20000$. Then it slowly starts moving towards the new amplitude and phase. In contrast with forgetting the convergence is fast to the new amplitude and phase. Of course with forgetting the estimates drift a little due to the effect of local statistics. For the standard on-line scheme, the state level estimates at $k = 50000$ were $q_1(k) = -0.005$, $q_2(k) = 1.004$ and the transition probabilities were $a_{11}(k) = 0.961$, $a_{22}(k) = 0.964$. For the on-line scheme with forgetting at $k = 50000$, $q_1(k) = -0.007$, $q_2(k) = 1.007$, $a_{11}(k) = 0.965$, $a_{22}(k) = 0.968$.

Fig. 8. On-line estimation of periodic interference with jump changes in phase and amplitude.

VII. CONCLUSIONS

In this paper we have derived sequential algorithms for HMM estimation based on maximizing the Kullback-Leibler information measure. The algorithms proposed use robust, memory efficient, fixed-lag, and sawtooth-lag smoothing schemes. Simulations confirm that significant improvements in convergence occur when these on-line schemes are used.

As an application of the proposed schemes we have obtained on-line estimates of the Markov signal model and periodic signal from a mixture of the Markov process, periodic signal, and additive white Gaussian noise. With the on-line reestimation it is possible to deal with sinusoidal disturbances with slowly varying amplitudes, and phases.

APPENDIX

A. Proof of Lemma 3.1

**Proof:** Consider the RHS of (3.12), namely,

$$\sum_{i=1}^{N} \alpha_{k-1|A_{k-1}}(i)a_y(k-1)b_y(k-1, y_k).$$
Now
\[
\alpha_{k-1|\Lambda_{k-1}}(i) \equiv f(Y_{k-1}, s_{k-1} = q_i | \Lambda_{k-1}) = f(Y_{k-1}, s_{k-1} = q_i | \Lambda_{k-1}, \lambda_{k-1})
\]
because \(\alpha_{k-1|\Lambda_{k-2}}(i)\) is independent of the value of \(\lambda_{k-1}\). Similarly
\[
\alpha_{k-1|\Lambda_{k-2}}(i) \equiv P(s_k = q_i | s_{k-1} = q_i, \lambda_{k-2}) = P(s_k = q_i | s_{k-1} = q_i, \lambda_{k-1})
\]
and
\[
\beta_j(k-1, y_k) \equiv f(y_k | s_{k-1} = q_j(k-1), \lambda_{k-1}) = f(y_k | s_{k-1} = q_j(k-1), \lambda_{k-1}).
\]
We can now follow the same proof for the recursion of the standard forward variable in [5]:
\[
P(s_k = q_j | s_{k-1} = q_i, \Lambda_{k-1}) = P(s_k = q_j | s_{k-1} = q_i, Y_{k-1}, \Lambda_{k-1})
\]
\[
f(y_k | s_k = q_j(k-1), \Lambda_{k-1}) = f(y_k | s_k = q_j(k-1), s_{k-1} = q_i, Y_{k-1}, \Lambda_{k-1})
\]
(7.2)
because \(w_k\) is white. Substituting these into the RHS immediately yields \(\alpha_{k-1|\Lambda_{k-1}}(j)\).
The proof for backward recursion (3.13), and for (3.14) and (3.15) are identical to that in [5].

B. Proof of Lemma 3.2

Proof: Notice that
\[
\log f(Y_{k+1}, S_{k+1} | \lambda) = \log f(Y_{k+1} | S_{k+1}, \lambda) + \log f(S_{k+1} | \lambda)
\]
\[
= \sum_{i=1}^{N} \sum_{j=1}^{N} \delta(s_i - q_j) \log b_j(y_i)
\]
\[
+ \sum_{i=1}^{N} \sum_{j=1}^{N} n_j(k+1) \log a_{ij}
\]
where \(n_j(k+1)\) is the number of jumps from state \(i\) to state \(j\) till time \(k + 1\) and \(\delta(s_i - q_j) = 1\) if \(s_i = q_j\) and zero otherwise. Also
\[
E \{\delta(s_i - q_j) | Y_{k+1}, \Lambda_k\} = f(s_i = q_j | Y_{k+1}, \Lambda_{k-1})
\]
\[
= \gamma_i(k+1, \Lambda_{k-1}, (i))
\]
(7.3)
\[
E \{n_j(k+1) | Y_{k+1}, \Lambda_k\} = \sum_{i=1}^{N} f(s_i = q_j, s_{i+1} = q_j | Y_{k+1}, \Lambda_{k-1})
\]
\[
= \sum_{i=1}^{N} \xi_{i}^{(k+1, \Lambda_{k-1}, (i, j)}
\]
(7.4)
where the last equalities in (7.3) and (7.4) follow from the definitions (3.11). Substituting these into the definition of \(Q_{k-1}(\Lambda_k, \lambda)\) in (3.9) proves the lemma. □

Acknowledgment

The authors thank P. L. Slingsby for correcting an error in the evaluation of \(I^f_{k+1}(\lambda)\) of Section III-C, in a preliminary draft of the paper.

References


Vikram Krishnamurthy (S’90-M’91) was born in India in 1966. He received the B.E. degree in electrical engineering with first class honours from the University of Auckland, New Zealand, in 1987, and the Ph.D. degree from the Department of Systems Engineering, Australian National University, Canberra, in 1991.

From September to December 1991 he was a postdoctoral fellow at the Department of System Theory, Technical University of Vienna, Austria. Since January 1992, he has been a Research Engineer at the Center for Robust and Adaptive Systems, Department of Systems Engineering, Australian National University. His current interests are in nonlinear estimation, including stochastic filtering theory, and blind-equalization algorithms for communication channels.

John B. Moore (S’66-M’67-SM’77-F’79) was born in China in 1941. He received the bachelor’s and master’s degrees in electrical engineering in 1963 and 1964, respectively, and the doctoral degree in electrical engineering from the University of Santa Clara, California, in 1967.

He was appointed Senior Lecturer at the University of Newcastle in 1967, promoted to Associate Professor in 1968, and full Professor (personal chair) in 1973. In 1982, he was appointed as a Professorial Fellow in the Department of Systems Engineering, Research School of Physical Sciences, Australian National University, and promoted to Professor in 1990. He has been head of the department since 1992 and a team leader in the Cooperative Research Center for Robust and Adaptive Systems in the department. He has held visiting academic appointments at the University of Santa Clara (1968); the University of Maryland (1970); Colorado State University and Imperial College (1974); the University of California, Davis (1977); the University of Washington, Seattle (1981); Cambridge University and the National University of Singapore (1985); University of California, Berkeley (1987, 1989, and 1991); University of Alberta, Edmonton, Canada (1992). He has spent periods in industry as a design engineer and as a consultant, and currently has research grants from industry and government laboratories. His current research is in control and communication systems. He is coauthor with Brian Anderson of three books: *Linear Optimal Control* (Prentice-Hall, 1971), *Optimal Filtering* (Prentice-Hall, 1979), and *Optimal Control—Linear Quadratic Methods* (Prentice-Hall, 1989).

Dr. Moore is a Fellow of the Australian Academy of Technological Sciences.