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Abstract

In this paper, we present a comparative simulation and
evaluation of digital cameras using spectroscopy, colorime-
try and photogrammetry. Here, we compare the output of
commercially available cameras to that yielded using the
CIE-1931 colour standard and the colour matching func-
tions proposed by Stiles and Burch [14]. We present a
method to estimate the colour yielded by trichromatic cam-
eras based upon their spectral response. We then present
the results on three experimental vehicles and three com-
mercially available cameras. We perform simulation using
the spectrum of light emitted by black body radiators, the
spectra of sample colours widely used for colour correction
and present renderings using the spectra of known materi-
als under controlled illumination conditions.

1 Introduction

In computer vision, video and graphics, we rely upon
cameras and rendering contexts to capture and reproduce
colour information. The simulation and evaluation of this
information is of capital importance to understand and pre-
dict the relation between the scene and the camera im-
age. Moreover, the accurate capture and reproduction of
colours as acquired by digital camera sensors are an active
area of research which has applications in colour correction
[2, 5, 6, 18], camera simulation [10] and sensor design [4].

To capture and reproduce colours so as to achieve per-
ceptual accordance between the scene and the observation
by the viewer is not a straightforward task. Digital cameras
comprise three kinds of spectral broad-band colour sensors
which provide responses for the three colour channels, i.e.
red (R), green (G) and blue (B). In practice, these spec-
tral broadband sensors are not colorimetric. This implies
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that the RGB values yielded by the camera are not a linear
combination of the device-independent CIE colour match-
ing functions [3]. Further, colours, as acquired by digital
cameras, are device dependent and can be highly non-linear
with respect to the CIE-XYZ colour gamut [20].

Whereas colorimetry focuses on the accuracy of the
colours acquired by the camera, spectroscopy studies the
spectrum of light absorbed, transmitted, reflected or emit-
ted by objects and illuminants in the scene. In contrast with
trichromatic sensors, multispectral and hyperspectral sens-
ing devices can acquire wavelength-indexed reflectance and
radiance data in tens of hundreds of bands across a broad
spectral range. Moreover, making use of photogramme-
try and spectroscopy techniques, it is possible to recover
the spectral response of the camera under study [16]. This
spectral response, together with material reflectance and il-
luminant radiance measurements, can be used to perform
colorimetric simulations and comparisons.

In this paper, we show how camera simulation and com-
parison can be effected with respect to the CIE-1931 colour
standard. Here, we use the spectral response of the cam-
era to recover the RGB values corresponding to colours,
illuminants and materials whose spectrum is known. We
have compared these RGB values to those computed mak-
ing use of the colour matching functions proposed by Stiles
and Burch [14, 15].

Thus, we commence by showing how the colour cap-
tured by trichromatic cameras can be estimated. We also
elaborate on how object colour can be simulated based upon
reflectance models. We then present results on three exper-
imental vehicles for three different commercially available
cameras. Firstly, we perform simulations using the Planck-
ian formula for the spectrum of light emitted by black body
radiators [9]. Secondly, we turn our attention to the results
yielded using the spectra of sample colours from the Mac-
Beth Colour Chart. Finally, we present rendering computed
using the spectra of skin and plant leaves with sunlight as
the illuminant.



2 Colour Estimation

The factors influencing how colour appears on the im-
age are related to the reflecting properties of the materi-
als being observed, the light illuminating the scene and the
colour sensor responses of the camera. The surface mate-
rial and geometry determine the spectral reflectance distri-
butionS(λ) at each wavelengthλ. In a similar fashion, the
illuminant is characterized by the spectral radianceL(λ),
which describes the emission of the light source as a func-
tion of the wavelengthλ. Recall that, in here, we focus
on the simulation and evaluation of digital cameras, which
have a broad spectral response at each of the three colour
sensors, i.e. R, G and B, whose spectral sensitivity to the
energy incident on the camera image plane as a function of
the wavelengthλ is denoted byCR(λ), CG(λ) andCB(λ),
respectively.

With these ingredients, the photometric process is sum-
marized as follows. A fraction of the light incident on
the surface of the object being observed is reflected to-
wards the camera. The light then passes through the camera
lens, which focuses the incoming light beam onto the im-
age plane of the camera. Finally, the R, G, B values for
each pixel in the image are determined by the responses of
the R, G, B receptors of the camera to the incoming light.

2.1 Reflectance Models

To simulate and compare the responses of the colour re-
ceptors of the camera, a reflectance model is required to
relate the geometry of the reflection process to the intrinsic
optical properties of the object under study. The modelling
of surface reflectance is a topic of pivotal importance, and
has hence attracted considerable effort in both, computer
vision and computer graphics communities. Reflectance
models can be roughly divided into those that are empiri-
cal [8, 12], physics-based [1] and phenomenological [11] in
nature. Among the physics-based ones, perhaps the Beck-
mann and Spizichino model [1] for smooth and rough sur-
faces is the most popular in the graphics and vision commu-
nities. However, it relies on the evaluation of the Kirchoff
integral and, as a result, it is intractable in closed form. Fur-
ther, it breaks down when either the surface roughness or
the scattering angle is large.

Here, we are interested in simulating surface and subsur-
face scattering. In practice, light scattered from many natu-
ral multi-layered surfaces, including human skin and plant
tissue, is composed of a large subsurface scattering compo-
nent due to reflection at the lower surface boundaries and
refraction through translucent layers. Therefore, a physics-
based reflectance model that accounts for refractive atten-
uation of incident light is most appropriate for estimating
the colours of these surfaces. For rendering purposes, we

have chosen to incorporate into our simulation method the
variant of the Beckmann model proposed by Ragheb and
Hancock [13]. This model combines wave scattering theory
with a Fresnel correction term [19] to represent the refrac-
tion of light through the top surface boundary.

The model in [13] makes use of two physical parameters.
The first of these is the standard deviationσ of the height
variation with respect to a mean surface level. Secondly, the
surface correlation lengthτ characterizes the relative hori-
zontal spacing of the microfacets on the object’s surface.
This parameter is defined by a surface correlation function
of surface height variation for all the points enclosed in a
circle with radiusτ .

Figure 1. Geome-
try of the reflection
process

As in other reflectance
models, the refraction ge-
ometry is defined with re-
spect to a local coordi-
nate system whose z-axis
is aligned to the local sur-
face normal and whose ori-
gin is the point of interest
on the surface. The inci-
dent light direction is de-
fined by the zenith and az-
imuth anglesθi andφi, re-
spectively. The zenith and
azimuth angles of the out-
going, i.e. viewer’s direc-
tion, areθs andφs. For the
sake of simplicity, we as-
sume that the incident light
is always in thexz-plane, i.e.φi = π. The geometry above
is illustrated in Figure 1.

To commence, we note that, from [13], the mean scat-
tered power from a surface is

P (θi, φi = π, θs, φs) = ρ2
0e

−g + D(θi, φi = π, θs, φs)
(1)

where the first term on the right-hand side of the equation
above represents the scattering component in the specular
direction and the second term is the diffuse scattering com-
ponent. Let the surface area about the point of interest be
A = XY , whereX andY are the width and length of a rect-
angular patch on the surface under study. With these ingre-
dients, the scattering coefficientρ0 of the surface is given by
ρ0 = sinc(vxX)sinc(vyY ), wheresinc(x) = sin(x)/x,
vx = k(sinθi − sinθscosφs), vy = −ksinθssinφs. Here,
k is the propagation rate of the incident light, related to its
wavelengthλ through the equationk = 2π

λ .

To simulate surface colours, we assume that the surface
correlation function is Gaussian. Given this assumption, it
can be shown that the diffuse component for a surface with
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a roughness factorg is
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First, we turn our attention to the termGFC . Later in

the section, we elaborate further on the roughness factorg.
Here, we use the approach of Ragheb and Hancock [13],
where the geometric attenuation factor in the Beckmann
model is replaced with that derived by Wolff [19]. Thus,
the attenuation term becomes
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and θt is the refractive transmission angle of light into
the surface, determined by the Snell’s law, i.e.θt =
arcsin(sin(θi)/n). In the expression above,n is the re-
fractive index of the surface material.

For the sake of simplicity and computational efficiency,
we follow [13] and divide the computation ofD(·) into
three different cases dependent on the value of the rough-
ness termg. These are slightly rough, i.e.g ≪ 1, mod-
erately rough, i.e.g ≃ 1, and very rough, i.e.g ≫ 1.
When the surface is rough or very rough, i.e.g ≫ 1, D(·)
is approximated by

D(θi, φi = π, θs, φs) =
πτ2G2

FC

Aσ2v2
z

exp

(

−
τ2v2

xy

4σ2v2
z

)

(4)

Note that, if the surface is moderately rough, i.e.g ≃ 1,
D(θi, φi = π, θs, φs) can be approximated with a finite
number of terms of the infinite sum in Equation 2. Fur-
ther, for cases in which the surface is slightly rough, the
diffuse component can be approximated by the first term of
the summation in Equation 2, i.e.

D(θi, φi = π, θs, φs) =
πτ2G2

FCg

A
exp

»

−

„

g +
v2

xyτ2
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2.2 Colour Estimation

Having presented the reflectance model employed in this
paper, we now proceed to model the RGB responses of the
camera sensors. To do this, we depart from the bidirectional
reflectance distribution function (BRDF)f(θi, φi, θs, φs),
which is given by the ratio of the surface radianceEo in the

direction(θs, φs) to the irradianceEi falling on the surface
in the direction(θi, φi) [7]. Note that the BRDF is depen-
dent on the light wavelenghtλ, i.e.

f(θi, φi, θs, φs, λ) =
Eo(θi, φi, θs, φs, λ)

Ei(θi, φi, λ)
(5)

To compute the irradiance, we consider the incident en-
ergy in the direction(θi, φi), which arrives at an infinites-
imal patch with a differential solid angledω on the unit
sphere centered at the point of interest in the surface. Since
the patch is an infinitesimal area, the light radianceL(λ) is
almost constant over this patch. Thus, the energy flux per
unit area perpendicular to the light direction can be written
asL(λ)dω. Since the irradiance onto the surface is mea-
sured per unit projected horizontal area, we have

Ei(θi, φi, λ) = L(λ)cos(θi)dω (6)

wherecos(θi) accounts for the ratio of a foreshortened area
in the direction(θi, φi) to the corresponding projected hor-
izontal area.

The BRDFf(θi, φi, θs, φs, λ) can also be viewed as the
product of the surface reflectance and the mean scattered
powerP (θi, φi = π, θs, φs), as presented in the previous
section. Note that, using spectroscopy techniques, the sur-
face reflectanceS(λ) for the object material can be mea-
sured such that the incident light and viewing directions are
perpendicular to the surface. Using this setting, the diffuse
scattering of light is governed solely by the surface geom-
etry. Furthermore, the scattering coefficient establishedby
Equation 1 is the attenuation factor of light energy scattered
in the viewer’s direction. Thus, we have

f(θi, φi = π, θs, φs, λ) = P (θi, φi = π, θs, φs)S(λ) (7)

Combining Equations 5, 6 and 7 yields the surface radi-
ance

Eo(θi, π, θs, φs, λ) = P (θi, π, θs, φs)S(λ)L(λ)cos(θi)dω
(8)

By assuming that the camera lens has unit transmittance,
i.e. the flux radiated from the surface is transmitted through
the lens without any loss of energy, the irradiance on the
image plane is given by [7]

Iim(λ) = Eo(θi, π, θs, φs, λ)
π

4

(

d

z

)4

cos(α)4 (9)

= mP (θi, π, θs, φs)S(λ)L(λ)cos(θi)cos(α)4dω

wherem = π
4

(

d
z

)4
, d is the lens diameter,z is the focal

distance for the lens andα is the angle between the optical
axis of the camera and the ray from the surface patch to the
center of the lens.
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Since we are interested in the chromaticity rather than
the intensity of the light reflected from the surface, we focus
our attention on the relative spectral distribution of radiance
across wavelengths as an alternative to the absolute radiance
value. Note thatm only depends on the camera geometry
and, hence, it is constant with respect to the spectral and
angular variables of the image irradiance equation. Also,
note that the algorithm applies equally to each of the three
colour channels and, thus, here we limit our attention to
a single colour channel indexed byc ∈ {R,G,B}. With
these ingredients, the response for the colour sensor is given
by

Ic = κc

∫

V

Cc(λ)Iim(λ)dλ

= mκccos(θi)dωcos(α)4 ×
∫

V

Cc(λ)P (θi, π, θs, φs)S(λ)L(λ)dλ (10)

whereV = [380nm, 780nm] is the human visible spec-
trum.

Note that the value ofκc in Equation 10 corresponds to
the colour balance factor of the camera against a predeter-
mined reference. If a white reference is used, these become
the white balance factors. By balancing, the values ofIB,
IG andIR are scaled such that a smooth surface, with unit
reflectanceS(λ) = 1 and unit scatteringP (·) = 1, placed
perpendicular to the camera axis, i.e.θi = θs = α = 0,
presents a colour perceptually consistent with the reference
coloursc. Thus, the primary of the colour reference is given
by

sc = mκcdω

∫

V

Cc(λ)L(λ)dλ (11)

By solving the equation above forκc and substituting into
Equation 10, we get

Ic = sccos(θi)cos(α)4 ×
∫

V
Cc(λ)P (θi, π, θs, φs)S(λ)L(λ)dλ

∫

V
Cc(λ)L(λ)dλ

(12)

3 Experiments

With the expression for the sensor response at hand, we
perform experiments on three experimental vehicles. The
first of these is the estimation of the colour of a Planckian
the blackbody radiator [9] heated at various temperatures.
The second set of experiments relates to standard colour in-
dices commonly used for colour correction and calibration
in digital photography. Finally, we illustrate how the theory
above can be used for rendering purposes.

For our experiments, we have used three camera mod-
els. These are the Canon 10D, the Nikon D70 and the Ko-
dak DCS420 models. Note that the Kodak DCS420 is a

discontinued model dating from the mid-nineties whose ca-
pacity to accurately capture colour is expected to be outper-
formed by the Nikon D70 and the Canon 10D. Nonetheless,
we have included the Kodak DCS420 as a matter of com-
parison and validation with the work on spectral sensitivity
function measurement in [16, 17].

To assess the fidelity of the colours produced by these
cameras, we compare their simulated output with the stan-
dard XYZ colours recovered using the colour matching
functions in [14, 15], the spectral surface reflectance and
the light source radiance measured with a StellarNet spec-
trometer. As a common practice, for comparison purposes,
we choose to plot the colours yielded by the camera spec-
tral sensitivity functions and the colour matching functions
on the CIE 1931 colour gamut [3]. To this end, we convert
the RGB values into the CIE-XYZ colour space using the
following linear transformation





X
Y
Z



 =





0.4124 0.3576 0.1805
0.2126 0.7152 0.0722
0.0193 0.1192 0.9505









R
G
B





(13)
To recover the spectral sensitivity function for the cam-

eras under study, we use a procedure akin to that in [16, 17].
Narrow band illumination is obtained by passing light from
a calibrated tungsten source through an OKSI Liquid Crys-
tal Tunable filter. This narrow band light is used to image
an ASD LabSphere Spectralon white reference. For photo-
metric calibration purposes, we measure the spectrum of the
narrow band illuminant on the white reference making use
of a StellarNet spectrometer whose probe is placed at a sim-
ilar geometric configuration with respect to the white refer-
ence as that of the camera. In Figure 2 we show the colour
matching functions and the spectral sensitivity functionsfor
the Canon 10D, the Nikon D70 and the Kodak DCS420. It
is worth noting that the spectral sensitivity functions forthe
Kodak DCS420 camera are consistent with those reported
in [16, 17].

3.1 Colour Temperature

As mentioned earlier, we first examine the colour tem-
perature as a characteristic of a Planckian illuminant, where
the colour temperature of an illuminant is given by its chro-
maticity as compared with a heated black body radiator.
The temperature in Kelvin at which the chromaticity of the
black body radiation is equivalent to that of the illuminant
under consideration is its colour temperature. Colour tem-
perature has applications in photography and is relevant to
white balancing of digital cameras. Further, it has been used
as a standard benchmark in colorimetry [20].

The spectral radiant exitance per unit surface area per
unit solid angle for a black body radiator is governed by
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(c) Nikon D70
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Figure 2. Left-hand panel: Stiles and Burch RGB colour matching functions; Middle and right-hand panels, from left-to-right:
RGB sensitivity functions for the Canon 10D, the Nikon D70 and Kodak DCS420 cameras.

Planck’s law. As a function of wavelength, Planck’s law is
given by

Ebb(λ, T ) =
c1

λ5(ec2/(λT ) − 1)
(14)

whereT is the temperature in Kelvin,λ is the wavelength
variable as before andc1 = 3.74183 × 10−16Wm2 and
c2 = 1.4388 × 10−2mK are constants.

Making use of the spectral radiant exitance, the colour
temperature captured by the camera can be computed by
using Ebb(λ, T ) as an alternative to the image irradiance
Iim(λ). Note that the colour temperature is determined by
the illuminant chromaticity. As a result, we can use Equa-
tion 12 to determine the colour temperature by assuming
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* 1000K

+ 5000K

o 20000K

Ground truth
Canon10D
NikonD70
KodakDCS420

Figure 3. Estimated colour temperature for the range
[1000◦K, 20000◦K] corresponding to the three camera
models and the ground truth.

that the RGB spectral sensitivity functions of the camera
are normalized to unity, i.e.sR = sG = sB = 1, against
a white colour reference with unit reflectanceS(λ) ≡ 1.
Moreover, if the incident light and viewer’s direction are
aligned with the surface normal and the optical axis of the
camera, we can simplify Equation 12 so as to obtain the
colour of the blackbody radiator at temperatureT by

IB(T ) =

∫

V
CB(λ)Ebb(λ, T )dλ
∫

V
CB(λ)dλ

IG(T ) =

∫

V
CG(λ)Ebb(λ, T )dλ
∫

V
CG(λ)dλ

IR(T ) =

∫

V
CR(λ)Ebb(λ, T )dλ
∫

V
CR(λ)dλ

(15)

In Figure 3 we show a plot on the CIE-XYZ gamut of
the colour temperatures for a black body radiator heated
at temperatures ranging from1000◦K to 20000◦K. Each
curve corresponds to the colour temperature yielded by each
camera as compared with those obtained using the colour
matching functions, which we use as ground truth for our
experiments.

Note that, from the figures, the curves in the tempera-
ture range of[5000◦K, 6200◦K] for the three cameras are
in good accordance to that yielded by the colour matching
functions. This implies that all the cameras under evalua-
tion are able to perform appropriate white balancing against
natural sunlight. Further, the length of each curve across
the gamut indicates the dynamic range of the corresponding
camera. In particular, the dynamic range of Kodak DCS420
camera is shorter than those of the others. The second ob-
servation is that the Canon 10D and Nikon D70 curves are
closer to the ground truth than the Kodak DCS420 curve.
In the cases where the colour temperature is close to its
extreme values, the colour produced by Kodak DCS420 is
considerably different from those produced by the other two
cameras.
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3.2 Colour Simulation

Our second experimental vehicle focuses on the estima-
tion of colours from the MacBeth Colour Checker. This
is a chart that provides a set of known colours commonly
used for colour correction and white balance setup. Here
we have used a subset of colours from the chart. These are
Red (C1), Green (C2), Blue (C3), White (C4) and Orange
Yellow (C5). For purposes of simulation, we measure the
reflectance of each of the colour patches under study mak-
ing use of a StellarNet spectrometer so as to obtain the spec-
tra in the range between 380 and 780 nm. The reflectance
spectra of the colours under study are shown in Figure 4.

Given the reflectance spectrum for each colour patch, we
estimate the RGB response for the sensors in each camera
and compare them with those yielded by the colour match-
ing functions [14, 15], which we use as ground truth. Since,
ideally, the estimated surface colour should be independent
of the illuminant colour, the illumination spectrum is set to
unity, i.e. L(λ) = 1, for all λ ∈ [380nm, 780nm]. With
similar assumptions as those used in the previous section,
the RGB values of the colour patch under study are esti-
mated by the equation

IB =

∫

V
CB(λ)S(λ)dλ
∫

V
CB(λ)dλ

IG =

∫

V
CG(λ)S(λ)dλ
∫

V
CG(λ)dλ

IR =

∫

V
CR(λ)S(λ)dλ
∫

V
CR(λ)dλ

(16)

where S(λ) is the measured spectral reflectance of the
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Figure 4. Reflectance spectra for the five colour patches.
From left-to-right: Red (C1), Green (C2), Blue (C3), White
(C4) and Orange Yellow (C5).

Ground truth

Canon10D

NikonD70

KodakDCS420

C1 C2 C3 C4 C5

Figure 5. The colours observed by the three cameras and
the ground truth.

colour patch. Finally, the estimated RGB colour is trans-
formed into the CIE-XYZ colour space by Equation 13.

In Figure 5, we show the estimated colours in the form
of a chart indexed according to camera and colour of ref-
erence. Note that the estimated RGB value for the patch
C4 (White) is the same for the the three cameras and the
colour matching functions. This is not surprising and fol-
lows from the equations above. If the reflectance spectra
is unity across the visible spectrum, i.e.S(λ) = 1 for all
λ ∈ [380nm, 780nm], the RGB values are unity. In Figure
5, the Canon 10D and Nikon D70 achieve a colour estimate
close to the ground truth for patch C1 (Red) and patch C5
(Orange Yellow). Also, the resulting Green (C2) and Blue
(C3) colours yielded by these cameras are perceptually dis-
tinguishable from the ground truth. The Kodak DCS420
camera produces colours which are distinct from those of
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Figure 6. CIE-XYZ plots for the five colours under study.
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Figure 7. From left-to-right: Radiance of the sun (7(a)) and spectral reflectance of human skin (7(b)) and a plant leaf (7(c)).

the other cameras and the ground truth.
In a more quantitative study, we plot in Figure 6 the sim-

ulated colours under study for the three camera models and
the ground truth on the CIE-XYZ gamut. Each cluster in the
figure corresponds to a different colour. Note that the qual-
itative results in Figure 5 agree with those in Figure 6. The
Red (C1) and Orange Yellow (C5) points for the Canon 10D
and Nikon D70 cameras are close to those yielded by the
colour matching functions, while the Green (C2) and Blue
(C3) coordinates for these two cameras are further apart
from the ground truth. This result, again, reinforces the no-
tion that the Canon 10D and Nikon D70 cameras can pro-
duce Red and Orange Yellow shades more accurately than
Green and Blue ones. Also, the Kodak DCS420 response
curves produce colour point-coordinates that are well sep-
arated from the others in each of the C1, C2, C3 and C5
clusters. This agrees with both, our qualitative analysis and
the results yielded by our colour temperature experiments.

3.3 Mesh Rendering

In this section, we demonstrate the utility of the simula-
tion method presented here for purposes of simulating the
appearance of 3D meshes whose image has been acquired
making use of the digital cameras under study. To this end,
we have used a fern and a human head. These meshes can
be viewed as a collection of planar polygons whose RGB
colour is determined by Equation 12.

For purposes of rendering, the illuminant in the scene is
considered to be a point light source. Here, the radiance
L(λ) of the illuminant is given by the sunlight spectrum.
The surface reflectance spectra used here are those of hu-
man skin for the head and a plant leaf for the fern. These
were measured using a StellarNet spectrometer. In Figure
7(a), we show the spectra used in our experiments. For
white balancing, we have assumed a CIE D55 colour tem-
perature (5500o K). At a colour temperature of5500o K, the
sR : sG : sB proportion for the computation in Equation 12
is 1.1040 : 0.9870 : 0.8233.

In our implementation, the mean scattered powerP (·)

in Equation 12 is computed for the mesh polygons adja-
cent to the vertex of reference. The tangent plane at each
vertex is the one perpendicular to the local surface normal.
This plane is used as the mean surface level when comput-
ing the height variation standard deviationσ. For a spe-
cific wavelengthλ of incident light, the roughness level of
the local area around a vertex is determined by the value
of g = σ2v2

z . The approximation presented in Section 2.1
is used to compute the mean scattered power of the surface
patch.

Figure 8 presents the rendering of the head yielded us-
ing the camera spectral sensitivity functions and the Stiles
and Burch’s colour matching functions. The Canon 10D
and the Nikon D70 produce results that closely resemble
the one computed using the colour matching functions. The
colour achieved by the Kodak DCS420 camera has a higher
saturation and tends further to the white, which makes the
head appear slightly brighter.

Similarly, in Figure 9, we show the rendering for the fern
plant with the reflectance of a leaf. The surface colour ren-
dered with the Kodak DCS420 response curves is closer to
the white reference than that yielded by the Canon 10D and
Nikon D70 cameras. The latter response curves produce
rendering with a stronger green component, which looks
more natural than that of the Kodak camera. However, in
constrast with the results shown in Figure 8, the simulation
for these two cameras is perceptually different from that
computed making use of the RGB colour matching func-
tions.

4 Conclusion

In this paper, we have presented a digital camera evalu-
ation and comparison method based upon photogrammetry,
colorimetry and spectroscopy. The method is quite general
in nature and applies to a wide variety of trichromatic dig-
ital cameras commercially available. Moreover, we have
presented results involving Planckian illuminants, colour
calibration charts and meshes rendered using spectroscopic
measurements. These results are relevant to areas such as
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(a) Stiles and Burch (b) Canon10D (c) NikonD70 (d) KodakDCS420

Figure 8. Rendering of a head with the skin reflectance of a Caucasian male under bright sunlight; From left-ro-right: results
yielded by the Stiles and Burch’s colour matching functions, the Canon 10D, Nikon D70 and Kodak DCS420 cameras.

(a) Stiles and Burch (b) Canon10D (c) NikonD70 (d) KodakDCS420

Figure 9. Rendering of a fern with the reflectance of a leaf under sunlight. From left-to-right: rendering yielded by the Stiles and
Burch’s colour matching functions, the Canon 10D, Nikon D70 and Kodak DCS420 cameras.

white balancing, colour correction and photorealistic ren-
dering.
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