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Abstract
Discriminative speech processing techniques attempt to compute the

maximum a posterior probability of some speech event, such as a partic-
ular phoneme being spoken, given the observed data. Non-discriminative
techniques compute the likelihood of the observed data assuming an event.
Non-discriminative methods such as simple HMMs (hidden Markov mod-
els) achieved success despite their lack of discriminative modelling. This
survey will look at enhancements to the HMM model which have im-
proved their discrimination ability and hence their overall performance.
This survey also reviews alternative discriminative methods, namely con-
nectionist methods such as ANNs (arti�cial neural networks) . We will
also draw comparisons between discriminative HMMs and connectionist
models, showing that connectionist models can be viewed as a generalisa-
tion of discriminative HMMs.

1 Introduction

Discriminative methods for speech include using criteria such as MMI
(maximum mutual information) and MCE (minimum classi�cation error)
during the training of HMMs (hidden Markov models). Connectionist
methods bring to mind the use of ANNs (arti�cial neural networks). These
methods are in fact closely related, sharing common solutions for tackling
the complex problem of how to design MAP (maximum a posterior) clas-
si�ers for speech. For example, the MMI training criterion can be applied
to both ANN training and to discriminative HMM training. Alternatively,
ANNs can be trained to output the maximum a posterior probability that
the input vector is an instance from each output class [30], which is in-
herently discriminative. Add to this the fact several authors have shown
that it is possible to specify an ANN architecture exactly equivalent to
discriminative HMM training [8, 34, 56], and discriminative techniques
begin to look, in theory, synonymous to connectionist approaches.

ANNs were studied intensively for speech processing in the late 1980s
and early 1990s before losing popularity in the face of excellent empirical
results from purely HMM approaches. At the current time there seems
to be little interest in pure ANN approaches however there is interest in
hybrid ANN/HMM approaches [50, 17, 7].

In this survey we brie�y present basic approaches to discriminative
training techniques for HMMs and ANNs. We also compare these ap-
proaches, �nding strong similarities between them. Then we look at meth-
ods which try to combine the best of both, hybrid HMM/ANN models
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trained with discriminative techniques. The message of this survey is
that traditional HMM approaches are �awed and that discriminative ap-
proaches, particularly those using hybrid approaches may o�er signi�cant
advantages.

Familiarity is assumed with the basics of both ANNs and HMMs.
Many introductory texts can be founds on these topics including [11, 39,
28] for HMMs and [32] for ANNs.

2 The Speech Problem

Speech processing can be thought of as the problem of choosing

m∗ = arg max
m

P (m|Ou), (1)

where Ou = {Ou(1), . . . , Ou(Tu)} is a time sequence of speech frames
associated with utterance u and the m's are the models or classes that
categorise the data. The correct model given the data is m∗. The model
may represent a phone, word, speaker or some other such unit depending
on the processing problem at hand. This is the MAP (maximum a pos-
terior) criteria for selecting the correct model. Using Baye's rule we can
transform (1) into

m∗ = arg max
m

P (Ou|m)P (m)

P (Ou)
. (2)

Since all data is assumed equally likely P (Ou) is constant and if we further
assume that all models (or classes) are equally likely, then we end up with
the ML (maximum likelihood) criteria

m∗ = arg max
m

P (Ou|m), (3)

which can be interpreted as saying assuming a model, what is the probabil-
ity that the given data belongs to it? By itself this is not a discriminative
method since the models do not compete to classify the data. Instead each
model is trained individually to maximise the probability that it gener-
ates the subset of training data that it was trained on. The ML criteria is
the one used in standard Baum-Welch training of HMMs [40]. Once the
ML models have been trained we could use (2) to compute the discrim-
inative probability P (m|Ou). However, the individually trained models
produce only estimates of P (Ou|m), trained on limited amounts of data,
and only to a local maximum. Combined with errors in estimating P (m)
� possibly from a di�erent source than the spoken training data � it
is preferable to perform training which directly estimates P (m|Ou), or at
least trains the likelihood models to not only maximise P (Ou|m∗) but at
the same time minimise P (Ou|m) ∀m 6= m∗.

Since speech is a signal rather than a static pattern (3) should really
be expressed as probabilities of sequences of observations and models

m∗ = arg max
m

P (Ou|m)

= arg max
m

P (Ou(1), . . . , Ou(t)|m1,m2, . . . ,mt).

This expression �nds most probable sequence of models up to time t hav-
ing seen all the data up to that time and assuming there is a model
associated with each time step. This is the computation performed by
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HMMs where the model at each time step is a state of the HMM. HMMs
are based on the assumption that the Markov property holds for speech,
which can be phrased as the most probable model (or state) depends only
on the current observation and the previous model

m∗t = arg max
mt

P (xt, |mt,mt−1),

and the probability of the sequence is the sum over all possible model
trajectories, where the probability of a trajectory is the product of the
probability of each step given only the current model and the previous
model

P (Ou|m) =
∑

∀m1,...,mTu

Tu∏
t=1

P (xt|mt,mt−1). (4)

So now observations are assumed independent and the next model is as-
sumed dependent only on the previous model. It is these assumptions
that make HMM training tractable since (4) can be performed with a
dynamic-programming like approach [7]. The simpli�cations of (3) and
(4) admit good empirical results while allow real-time processing. Unfor-
tunately the simpli�cations deliberately make untrue assumptions about
speech [40]. This is not just true of HMMs since ANN approaches typi-
cally make similar assumptions [6]. However, in ANNs we have the ability
to relax these assumptions more readily than we do in HMMs. For exam-
ple, to incorporate dependence on n previous models instead of just 1, we
can add O(n) inputs to the network. To accomplish this with an HMM
with M models we need to create O(Mn) individual models. This kind of
increase in complexity is seen when HMMs move from modelling context
independent phones (61 for the TIMIT corpus) to triphones where around
5000 models are used even after the unlikely or unhelpful triphones are
removed [24, 20].

3 Discriminative methods for ANN and

HMM training

In this section we brie�y describe two popular methods for performing
discriminative training which can be applied to both ANNs and HMMs.
We roughly follow the notation and structure of [43] which presents both
methods in a consistent framework.

3.1 Maximum Mutual Information

The basic idea of MMI estimation is to maximise the extent to which
knowing the data helps us to know which model is correct. An alternative
and simpler view is to look at MMI as maximizing the ratio of the correct
model to all other models, weighted by the class probabilities.

P (Ou|m∗)∑M
i=1 P (mi)P (Ou|mi)

.

MMI estimation methods are discussed and applied in too many papers
to enumerate however some of the better descriptions are found in [43, 40,
54]. MMI techniques can be applied to the language modelling phase of
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speech systems as well as the low level signal models [33]. In information
theory mutual information is de�ned as

I(X,Y ) = H(X)−H(X|Y ), where (5)

H(X) = −
∑
x∈X

P (x) logP (x)

which is the entropy of the discrete random variable X. Another interpre-
tation of H(X) is as the expected amount of information in X where the
information carried by event X = x is measured as I(x) = − logb P (x). If
b = 2 the information is measured in bits. I(X,Y ) tells us to what extent
knowing X helps us to know Y . To apply this to speech with the intent
of training model m∗, let Y = m∗, and take the information expectation
over the data in the set X = {Ou : m∗ = arg maxm P (m|Ou)}, i.e. all the
training data available model m∗. Maximising (5) maximises how much
X tells us about the model m∗.

I(X,m∗) =H(X)−H(X|m∗)

=−
∑
Ou∈X

P (Ou) logP (Ou) +
∑
Ou∈X

P (Ou) logP (Ou|m∗)

=
∑
Ou∈X

P (Ou)

[
logP (Ou|m∗)− log

M∑
i=1

P (mi)P (Ou|mi)

]

=
∑
Ou∈X

P (Ou) log

(
P (Ou|m∗)∑M

i=1 P (mi)P (Ou|mi)

)
. (6)

However the speech technology community generally assumes that all ob-
servations are equally probable and de�ne I with respect to a single ob-
servation Ou, in which case (6) simpli�es to

I(Ou,m
∗) = log

(
P (Ou|m∗)∑M

i=1 P (mi)P (Ou|mi)

)
, (7)

and from this form comes the intuition that MMI maximises the ratio
of the correct model likelihood to the likelihood of all models. Also note
that I(Ou,m

∗)+log(P (m∗)) gives us P (m∗|Ou), the more desirable MAP
criteria. We can also relate the MMI criteria to the idea of minimising
cross entropy. Equation (6) can be re-written as

−I(O∗,m∗) =
∑

Ou∈O∗
P (Ou) log

(
P (Ou)

P (Ou|m∗)

)
,

which is the calculation for discrete cross entropy [40]. Thus maximising
mutual information can be re-cast as minimising cross entropy, which can
be thought of as minimising the di�erence between the distribution of the
data, and the data given the model [9].

3.1.1 Gradient Descent for MMI

Suppose we have some parameterised approximator (or possibly an ap-
proximator for each model) which computes P (Ou|m, θ), where θ repre-
sent the parameters of the system. By computing the gradient of −I(Ou,m)
with respect to θ we can train our approximator to perform speech process-
ing according the MMI criteria. To reduce clutter we label the numerator
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of (7) as L∗, the likelihood of the correct model and La as the combined
likelihood of all models, giving

L∗ = P (Ou|m∗), La =

M∑
i=1

P (mi)P (Ou|mi).

Rewriting (7) to be suitable for minimisation we have

−I(Ou,m
∗) = log

La
L∗

I(Ou,m
∗) = logLa − logL∗

−∂I(Ou,m
∗)

∂θ
=

1

La

∂La
∂θ
− 1

L∗

∂L∗
∂θ

.

Provided we can compute ∂L∗/∂θ and ∂La/∂θ gradient descent can
be used to optimize parameters θ.

How do we apply this to a real system? One approach is to use knowl-
edge of the model priors P (mi) (or assume they are uniform), and in-
stead of approximating P (Ou|mi) we approximate the posterior proba-
bility P (mi|Ou) using one large network where each output represents a
model. Interpreting network outputs as probabilities is explained in Sec-
tion 4.1. This approach is used in Alphanets [10, 9, 34] and in several
RNNs (Recurrent Neural Networks) [45, 55, 12]. Examples of approx-
imating P (Ou|m) with ANNs are rare since we might expect a single
network to share information more e�ciently, requiring fewer parameters
and consequently require less training data. One example (which uses
the MCE described below rather than MMI) is [25], described further in
Section 4.3.1.

The di�culty with speech for ANNs is the time varying nature of the
signal. The question is how to represent Ou to the network so that it
outputs a sequence of model probabilities. ANNs usually assume a static
pattern, however speech consists of a possibly continuous stream of data
broken down into frames of around 10 ms, each with tens to hundreds of
features [23]. The key di�erence between the various connectionist and
hybrid inspired approaches is how they deal with the time varying nature
of speech. The natural way HMMs handle time varying signals is a strong
reason to prefer them over connectionist methods.

3.1.2 MMI for HMMs

In general it is possible to use gradient ascent for training HMMs though
care must be taken to maintain stochastic constraints. For example, the
sum of transition probabilities out of a state must sum to one. This can
be achieved by mapping parameters in R to probabilities [34, 8]. In [19] it
is pointed out that this method may introduce extra local maxima, which
is undesirable since gradient methods only guarantee convergence to one
of these local maxima. Alternatively, Lagrange multipliers can be used to
perform gradient ascent subject the stochastic constraints [40, 19].

The gradients of the discriminative cost functions described here can
be incorporated into an HMM update gradient, or HMM training can be
run as normal and then gradient descent on the discriminative objective
function can be performed as corrective training [36, 19]. Alternatively
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[43, 37, 16] discuss methods which extend the Baum-Welch updates to ra-
tional objective functions, which are applicable to the objective functions
outlined here.

All of these methods require the derivative of the cost function with
respect to the HMM parameters. The following equations [54] give the
gradient of the MMI criterion with respect to the HMM parameters for
the state transitions i → j of model m, denoted amij and the discrete
observation probabilities for symbol Ou(t) in state j, denoted bmjOu(t).

−∂I(Ou,m
∗)

∂amij
=

(
1

La
− δm,m∗

L∗

) T∑
t=1

αt−1(i)bmjOu(t)βt(j)

−∂I(Ou,m
∗)

∂bmjOu(t))

=

(
1

La
− δm,m∗

L∗

)
αt(j)βt(j)

bmjOu(t)

, (8)

Where αt(i) is the forward HMM probability of being in state i at time
t and βt(i) is the corresponding backwards probability. The sum of these
gradients across all the training data will result in the gradient of the
negative of (6). The extension of (8) to the case of continuous densities
represented by a single Gaussian is given in [10].

3.2 Minimum Classi�cation Error

Minimum Classi�cation Error seeks to minimise exactly what we care
about, the empirical error rate. It is introduced and described in a gen-
eral way in [21] which also compares this criterion to standard error mea-
sures such as the mean squared error. A similar measure called Minimum
Empirical Error was introduced in [2]. The basic idea is to construct a
distance measure between the probability of the correct choice and the
probability of all other choices

d∗(Ou) = P (Ou|m∗)−

 1

M − 1

∑
mi 6=m∗

P (Ou|mi)
η

 1
η

. (9)

The parameter η can be thought of as adjusting the distance metric used.
If η = 1 we have an L1 norm and we are simply summing the probabilities
of incorrect models. As η →∞ only the largest incorrect probability has
any e�ect. We then use −d∗(Ou) in a sigmoid to construct a smooth cost
function l which can be minimised in order to maximise (9)

l(d∗(Ou)) =
1

1 + exp(γd∗(Ou))
. (10)

By summing (10) over all the training data for each model we achieve an
empirical estimate of the probability of misclassi�cation. It is interesting
to compare the MCE to MMI. If we set η = 1 and take the log of both
terms in (9) then we have

d∗(Ou) = log

(
P (Ou|m∗)∑

mi 6=m∗
1

M−1
P (Ou|mi)

)
.

Which di�ers from (7) only in whether the correct model m∗ is included
in the summation and the assumption of uniform priors P (mi). MCE is
also very similar to the idea of distance normalization discussed in [14].
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3.2.1 Gradient Descent for MCE

In practice it seems more common to use the log form of (9) [25, 43],
which results in the following gradient for l(d∗(Ou)) with respect to an
arbitrary set of parameters θ

∂l(d∗(Ou))

∂θ
=

M∑
i=1

l(d∗(Ou))(1− l(d∗(Ou)))Gi(Ou)
∂P (Ou|mi, θ)

∂θ
(11)

Gi(Ou) =


−1

P (Ou|mi)
if mi = m∗

P (Ou|mi,θ)∑M
j=1 P (Ou|mj ,θ)

otherwise,

Summing (11) over all the data for each model results in a gradient which
minimises the probability of misclassi�cation.

Note that we are subject to the same questions about how to approx-
imate P (Ou|m, θ) as we were in Section 3.1.1, and also subject to the
same solutions. In [21] they take the approach of training a single large
network to approximate all the probabilities (see Section 4.1). In [25] a
single network is trained for each P (Ou|m, θ) (see Section 4.3.1).

3.2.2 MCE for HMMs

In [43, 35] a gradient descent version of MCE estimation is used. Denoting
the state of HMM m occupied at time t as qmt , the gradient for the state-
speci�c observation densities is
∂l(d∗(Ou))

∂P (Ou|j,m)
= l(d∗(Ou))(1− l(d∗(Ou)))Gi(Ou)

∑
t:qmt =j

1

P (Ou(t)|j,m)
,

(12)
which sums up the gradient contributions for all observations associated
with state qmj . In the case of discrete symbols we have P (Ou(t)|j,m) =
bmjOu(t). Equation (12) implies that the optimal state sequence is known,
which can be determined using the Viterbi algorithm.

3.3 Results Comparison

Where possible we have provided comparative experimental results for
the methods described in this survey, mostly on the TIMIT database [15].
However, due to factors such as varying de�nitions of accuracy and the
varying levels of problem di�culty, the results should not be compared
across di�erent sections. A German speech database was used in [43]
to compare MMI and MCE training of HMMs. Using the standard MLE
criterion they achieved a 59.5% accuracy. Applying MMI improved this to
62.0% and MCE achieved 64.8%. They also reported that MMI training
was less stable than MCE, requiring smaller step sizes.

On the TIMIT database with 39 phones [12] demonstrates an RNN
(recurrent neural network) system trained with MMI with a frame by
frame accuracy of 75.1%. This is compared with the CMU Sphinx [51]
HMM system which achieved 73.8%.

On a Cantonese digit test set MCE improved results from 82.9% to
90.0%. This system used a small RNN for each digit. The same system
applied to English digits resulted in recognition improving from 92.3% to
93.5%. The disparity of improvement arises from the inherent confusabil-
ity of Cantonese digits which allows discriminative approaches to work
well.
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4 Neural Network Speech Processing

Why should we bother with ANNs if HMMs provide a good way to rep-
resent speech signals? There are some good reasons to prefer ANNs or
Hybrid models, which include:
• ANNs can model arbitrary non-linear transformations of input pa-
rameters, including the ability to model arbitrary probability distri-
butions [7]. The most �exible pure HMMs typically assume probabil-
ity distributions made up of mixtures of Gaussians with a covariance
matrix which is 0 except along the diagonal.

• If trained properly, ANNs can directly estimate the discriminative
MAP P (m|Ou) criterion (see Section 4.1).

• ANN systems can be 2�5 times faster than traditional techniques for
equivalent performance [49].

• A single ANN can be trained to do the same job as multiple HMMs,
decreasing the overall number of parameters to be trained, and im-
proving the use of training data [49].

• ANNs can relax the Markov assumption by considering multiple
frames of data (past and future) at once [27, 6]. It is di�cult to
do this with HMMs since it is necessary to minimise the dimension-
ality of observations and the number of states to allow estimation
of the parameters with minimal data. Time derivatives are often
incorporated into HMM features to provide context, however the
derivatives contain less information than the complete frames.

• ANNs can consider categorical inputs, encoding psycho-acoustic fea-
tures [38] and features from many sources at once, such as visual cues
[7].

• ANNs can model arbitrary state durations, unlike HMMs in which
durations follow an exponential model. This is important for nor-
malising the likelihood contributions from short consonants against
long vowels and other speech warping phenomenon. HMMs can be
modi�ed to model arbitrary durations, however the computational
expense seems to outweigh the bene�ts [40]. Durations can also
be modelled in a post-processing phase, but these methods appear
ad-hoc, requiring extra weighting terms to be optimized.

• In practice, it appears necessary to cleverly initialize the observation
densities used in HMMs to achieve good performance [40, 7]. This
is not the case with ANNs.

The disadvantages of ANNs include:
• The lack of a principled way to convert a sequence of observations
into an optimal sequence speech units, i.e. there is a need to include
some form of search for the globally optimal sequence of units given
the local estimates of matches from an ANN. This is the function
usually achieved by the Viterbi search in HMMs. Hybrid techniques
are a way to avoid this problem.

• ANN systems using gradient methods are 10�20 times slower to train
than HMMs using Baum-Welch training since they are restricted to
small steps in parameter space [49]. Conjugate gradient [13] and
line searches can speed up gradient ascent training. Approximate
gradient ascent algorithms such as RPROP can also be used [49].
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• Speech ANNs have roughly 10 thousand to 2 million parameters
[49], requiring a large amount of data and cross-validation to avoid
over-�tting.

• To date, state of the art HMMs with sophisticated tied and inter-
polated distributions and thousands of context dependent models,
have roughly 25% better error rate than the best ANN/Hybrid sys-
tems when su�cient training data is available [7]. However the
ANN/hybrid systems tend to be much simpler.

The rest of this section looks at di�erent ways to contrive ANNs capable
of handling speech data.

4.1 Big, Dumb Neural Networks

Ignoring for the moment the problem of time dependence in speech it
is possible to view an ANN as performing a series of static probability
estimation tasks. The input to the network is a frame of speech plus
future and past frames of speech to provide context. Each output gives
an estimate to the probability of a particular model given the input.

Consider neural network outputs y1, . . . , yM ∈ R; how do we interpret
these outputs as probabilities. More speci�cally, how would we construct
a network to compute the posterior probabilities P (mi|Ou)? A standard
method for doing this is to use a softmax distribution at the output [45,
31]. Assume that the network is learning to estimate the MAP probability
P (mi|Ou) then for each possible model m1, . . .mM we de�ne

P (mi|Ou) ,
exp(yi)∑M
j=1 exp(yj)

.

Given an arbitrary cost function J , such as −I(X,m∗), we compute

∂J

∂θj
=

∂J

∂P (mi|Ou)

M∑
k=1

∂P (mi|Ou)

yk

∂yk
∂θj

. (13)

The gradient of the softmax distribution with respect to the network out-
puts is

∂P (mi|Ou)

∂yk
= P (mi|Ou)(δi,k − P (mk|Ou)) (14)

which can be interpreted as driving the di�erence between the desired
probability δi,k and the actual output probability to zero. Once the gra-
dient of the cost function with respect to the outputs is known it's straight
forward to use back propagation to compute ∂yk

∂θ
.

For example, consider the following simple cost function for the obser-
vation Ou(t)

J = −logP (m∗t |Ou(t), θ) (15)
∂J

∂P (m∗t |Ou(t), θ)
= − 1

P (m∗t |Ou(t), θ)
.

This is the equation for the Normalized-Likelihood cost function [44]. It
simply measures the log probability of utterance Ou assuming we know (or
can estimate) the correct model m∗t . Minimising this quantity will max-
imise the posterior probability of the correct model given the observation.
Minimising the sum of (15) over time will maximise the log likelihood of
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the correct sequence of models. Substituting (15) and (14) into (13), we
obtain

∂J

∂θj
= −

M∑
k=1

(δm∗t ,mk − P (mk|Ou(t), θ))
∂yk
∂θ

. (16)

In the simple case where yk represents the kth output of an ANN with
linear output nodes and whk is the weight from hidden node h to output
k, (16) simpli�es to

∂J

∂whk
= −(δm∗t ,mk − P (mk|Ou(t), θ))whk.

4.1.1 Alternative Cost Functions for MAP Estimation

Provided there is su�cient training data and the ANN is su�ciently com-
plex to represent P (mi|Ou(t)), minimising (15) will result in an ANN that
estimates P (mi|Ou(t)). This is proved in [44], which also proves that the
same is true of the mean square error cost function and the cross entropy
function

J = −
M∑
i=1

di logP (mi|Ou(t), θ) + (1− di) log(1− P (mi|Ou(t), θ))

∂J

∂θj
= −

M∑
i=1

di − P (mi|Ou(t), θ)

P (mi|Ou(t))(1− P (mi|Ou(t)))

∂P (mi|Ou(t))

θj
,

where di = 1 if mi = m∗t and 0 otherwise. Cross entropy has been popular
for speech recognition applications, for example [55, 12].

Experimental comparisons of these three cost functions showed that
they all produce similar results if enough training data is available. The
cross entropy cost and normalised likelihood weight cost converged faster
than MSE, and the normalised likelihood resulted in marginally better
estimation accuracy in regions of low probability [44].

These cost function di�er from those covered in Section 3 because
they estimate posterior probabilities of models rather than likelihoods
P (Ou(t)|m). Despite this, these training techniques can be used to esti-
mate scaled likelihoods simply by dividing the outputs by the prior prob-
ability of the models. This is discussed further in Section 5.1,

4.1.2 Implementation Issues

In the case where unlabelled data is available, it is su�cient to train the
system using as much labelled data as is available, then use the resultant
classi�er to label the unlabelled data, using this new larger labelled set to
train a new classi�er. This process is repeated, with each classi�er boot-
strapping o� the labelling of the previous classi�er, until no improvement
is gained [7].

In practice, networks which classify the 61 phone TIMIT database
have several hundred inputs, including frames for context, 500�4000 hid-
den units, and 61 outputs, requiring in the order of 106 parameters [31].
Training such networks provides interesting challenges [1]. Once such a
network has been trained some form of search is needed to compute the
most likely phone sequence.

10



Figure 1: A Time-Delay Neural Network with 7 inputs and 2 frames of memory,
5 hidden nodes with 3 frames of memory and 3 outputs with 4 frames of memory.

4.2 Time-Delay Neural Networks

TDNNs (Time-Delay Neural Networks) were one of the earliest attempts
to modify ANNs to cope with sequences of inputs. The output of each
node of a TDNN is the same as a standard ANN, the weighted sum of its
inputs, but integrated over Tl frames. Each layer l may integrate over a
di�erent time period. Thus each node in layer l must have a local shift
register to store the weighted sum of the last Tl inputs. If the input to a
node at the current time is xt, then the output is

yt =

Tl−1∑
s=0

csf(xt−s),

where cs is an optional weighting term for each past frame. Figure 1
illustrates this idea. TDNNs can be thought of as integrating evidence for
or against a class over a �nite period of time. They are trained using a
modi�ed form of error back propagation. Good results were obtained for
classifying plosive consonants using TDNNs compared to standard ANNs
[53]. They have also been used to approximately determine phone labels
to use as discrete HMM symbols in [29]. This system recognised Dutch
digits, discriminating between 21 phonemes. Results improved from 90%
to 93% over a HMM with 200 discrete symbols. A drawback of TDNNs is
the �xed amount of memory for each node. This is somewhat recti�ed in
[26] where TDNNs are extended to automatically adapt the value of Tl.
TDNNs are further reviewed in [27, 17, 9].

4.3 Recurrent Neural Networks

RNNs avoid the main problem of TDNNs by allowing all previous inputs
to e�ect the current output. Any traditional network architecture can
be classed as an RNNs if it involves feedback from the output back into
the inputs and/or hidden units [17]. In a typical application the inputs
are augmented with a real-valued state vector output by the network at
the previous time step. This implies that the outputs are augmented to
provide the next state given the current input Ou(t) and state xt. RNNs
draw theoretical justi�cation from their similarity to the feedback methods
used in linear state-based control systems [12].

The most common training method is Back-Propagation Through Time ,
which unfolds the network N times and propagates the errors at the out-
puts yt and state xt back through each time step (Figure 2). The initial
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Figure 2: An RNN unfolded to N times for training.

state can be set to an arbitrary �xed value. The state error at time N is
zero, since the �nal state has no e�ect on the classi�cation being made.
Unfortunately this method limits the amount of past context the network
can be trained to consider to N frames. More complex methods exist
avoid this limitation [45, 47].

In [45] an RNN was used to classify the 61 phone TIMIT database. The
network was trained using the cross-entropy criterion as described in Sec-
tion 4.1. This allowed the 61 outputs to be interpreted as P (mi|Ou(1), Ou(2), . . . , Ou(t))
and fed into a Viterbi decoder. Thus this application is actually a hybrid
approach. The state dimension was 176, with 47,400 parameters, trained
with Back-Propagation Through Time using the fast RPROP of error de-
scent algorithm [49]. Results show that 72.8% of phones were correctly
identi�ed by the RNN compared to 74.4% for a mono-phone HMM system
trained with the MMI criterion. At the time the best results were from an
HMM based system [52] with 76.7%. These slightly lower results for the
RNN suggest why HMMs have dominated the speech community's e�orts.
RNNs are further reviewed in [27, 9, 12, 17, 50].

4.3.1 Modeling Likelihoods with RNNs

If we wish to approximate the prior probabilities P (Ou|mi) we could use
a separate small ANN for each model and either have a single output
giving the probability of Ou. This is the approach in [25] where one RNN
is trained for each of 11 Cantonese digits. The number of outputs is
approximately the number of identi�able acoustic units, or states, that
exist in the digit. At each time step the current state in each network is
qj = arg maxy yi. A network has a high probability of being the correct
model for the observations if the state index j increases monotonically to
the �nal state along the duration of the utterance.

4.3.2 Bi-Directional Neural Networks

As they have been formulated above RNNs cannot take into account future
frames of data in computing P (m|Ou). It is natural to expect that we need
future context as well as past context to optimally identify a unit of speech.
A simple way to provide future context is to train the network to delay its
decision on frame t until frame t+c where c is the number of future frames
to consider. An alternative is to extend RNNs to allow all frames, past and
present, to be considered. This architecture is called the the Bi-Directional
RNN [48, 49, 50]. BRNNs have two sets of state vectors, one for the
forward time direction and one for the reverse time direction. At time
t separate hidden layers compute the next forward and backward state
vectors, while the output layer estimates P (mi|Ou(1), Ou(2), . . . , Ou(Tu))
based on Ou(t), the forward state computed at t − 1 and the backward
state computed at t+ 1. For real-time recognition some window of speech
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data needs to be considered if utterances are longer than a few tens of
frames.

A subset of the TIMIT 61 phone database was trained using BRNNs in
[48] and compared to RNNs using delayed decisions of up to 4 frames. The
best RNN actually had 0 delay with an accuracy of 51.2% using 8 state
variables and 1518 parameters. The BRNN had an accuracy of 55.3%
using 8 state variables in each direction and a total of 2182 parameters.
The poor performance of the delayed RNNs in this experiment is not con-
sistent with other results and may be due to the use of only 30 sentences
as training data and the extra di�culty in training for delayed decisions.

4.4 Representing HMMs as ANNs

In [56] the similarity between HMMs and RNNs is emphasized. We do
not usually attempt to interpret the value of an RNN state vector, but we
might conceive of a network trained to produce a state vector equivalent to
the forward state probability used in the Baum-Welch training procedure
for HMMs, i.e. xt = αt. The key idea is to note that the recursive forward
probability computation for a single HMMs can be written as

αt(j) =
∑
i

αt−1(i)aijbjOu(t) (17)

=
∑
i

αt−1(i)wij(t),

which looks like the computation performed in a linear node of an ANN
except that the weights are dependent on the current observation.

4.5 Alphanets

The concepts of the previous section are extended by [8, 10], resulting in
Alphanets, and the work of [34]. Both reach the conclusion that HMMs
can be cast exactly as an RNN if we allow multiplication and division
units as well as the standard summation units. The �rst two factors
in (17) can be computed with a feed forward pass where the inputs are αt
and the weights are the stochastic matrix elements aij . The observation
probabilities bjO(t) can be estimated with another feed forward network
where the inputs are Ou(t) and there is an output for the probability given
each state. The outputs are multiplied for each state, and then normalised
to give αt+1. The output of the network is the log sum of the αt+1s. A
possible network is shown in Figure 3.

Applications based on the Alphanets methodology appear to assume
one HMM state per acoustic model, using one network to represent one
large HMM. They use discriminative forms of HMM training to update
the parameters such as those discussed in Section 3.1.2. Alphanets are not
a new technique for speech processing, rather the importance of Alphanets
is in providing a new view of existing HMM techniques and unifying the
idea of discriminative and connectionist approaches to speech [9].

4.6 Other uses of Neural Networks for Speech

In this section we have focused on ANN methods which attempt to deter-
mine the probability of a model (such as a phone) given the observations
Ou. However ANNs can be used in speech processing in many other ways.
Some of these include:
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Figure 3: An RNN implementation of an HMM.

• Phone recognition � Alternative methods of performing phone recog-
nition include the use of Kanerva models, Classi�cation & Regression
Trees and other ANNs with novel processing units [12].

• Vector Quantization � Learning Vector Quantizers based on Self-
Organizing Feature maps and other ANN approaches can be used to
process observations to generate symbols for discrete HMMs [22, 3].

• Pre-processing � ANNs can perform arbitrary non-linear transforma-
tions of the input. This can perform tasks such as removing noise,
or adapting to a new speaker [18, 42, 57].

• Hierarchical Mixtures of Experts � Various expert classi�ers includ-
ing those discussed already can be combined through the use of a
hierarchy of gating networks [49, 41] trained with the EM algorithm
[46].

• Predictive Networks � ANNs can be used to predict extra features.
For example, they can be trained as autoregressive models given
previous observations and the current state [7].

• Language Modelling � ANNs can be used to estimate the probabili-
ties of sequences of phones, used for re-scoring N-best lists of phone
sequences [7].

5 Hybrid Speech Processing

In this section we present two of the most common hybrid approaches. The
�rst is a broad approach, allowing many theoretically justi�ed variations,
and is the subject of active research. The second describes a method
for globally optimising both the ANN and HMM components of hybrid
systems.

5.1 Estimating Observation Densities with ANNs

Each state i of an HMM is associated with a probability distribution over
the observations P (Ou(t)|i). Section 4 noted that an advantage of ANNs
over HMMs is their ability to model an arbitrary distribution, non-linear
in the inputs. A large body of work including [7, 5, 6, 31] is devoted to
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Figure 4: Using an ANN to generate HMM observation likelihoods.

this idea. Essentially the techniques of Section 4.1 are applied to estimate
observation likelihoods p(Ou(t)|i), and those likelihoods are used in the
HMM procedures in place of biOu(t), such as in (17).

However, the ANNmethods of Section 4.1 estimate posterior P (m|Ou(t))
rather than the likelihoods used by the HMM search. It is easy to convert
from a posterior to a scaled likelihood by assuming P (Ou(t)) is constant
and using Baye's rule

p(Ou(t)|m) ∝ P (m|Ou(t))

P (m)
.

This simply amounts to dividing the network output probabilities by the
model priors estimated from the training data. This quantity can be
used in (17) to compute the model likelihood. In this context a model
m and an HMM state i are synomous, since the ANN estimates a phone
probability and the HMM consists of one phone per state. Figure 4 il-
lustrates the process. One phone per state limits the applicability of the
algorithm though in principle there is no reason why ANNs could not be
used to estimate probabilities for multi-state phones. Once the ANN has
been trained, an HMM training procedure can be used to estimate the
state transition probabilities aij . On an 152 speaker subset of the TIMIT
database with 64 phones, the technique described above achieved a frame
by frame accuracy of 54.8% with 351 inputs and 1024 hidden nodes [6].
Each frame had 39 inputs and ±4 frames of context were provided for
a total of 351 NN inputs. Single Gaussian per phone density estimates
achieved 43.3%.

5.1.1 MAP Estimation with ANN/HMM Hybrids

It may seem counter-intuitive to estimate posterior probabilities, just to
turn them into less informative scaled likelihoods. Let us return again
to the idea of estimating state probabilities for HMMs rather than model
probabilities. By estimating state transition probabilities P (it|it−1, Ou(t))
instead of just occupancy probabilities P (it|Ou(t)) we can avoid comput-
ing the scaled likelihood. The probability of the model is the product of
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P (j|i, Ou(t)) for each state it in the sequence, summed across all possible
state sequences. Taking into account that HMM m may model extra lan-
guage information not modelled by the ANN transition probabilities, we
have [7]

P (m|Ou, θ) = P (m)
∑

∀i1,...,iT

[
T∏
t=1

P (it|it−1, Ou(t), θ)
P (it|it−1,m)

P (it|it−1)

]

and the Viterbi approximation replaces the sum with a maximization at
each step. P (it|it−1,m) is the state transition probability according to
the model. P (it|it−1) is the state transition probability estimated from
the training data by counting transitions. The dependency on θ empha-
sizes the dependency on the ANN parameters. If the HMM model simply
models the transitions in the data we have P (it|it−1,m) = P (it|it−1) and
the last factor vanishes. Otherwise, P (it|it−1,m) allows us to encode use-
ful knowledge that may not be evident in the training data, for example,
the task may involve a restricted set of words, altering the distribution of
phones.

5.2 Global Optimization of ANN/HMM Hybrids

An alternative ANN/HMM approach taken by [4] views the ANN as map-
ping a high dimensionality set of frame data into a small set of continuous
observations to be input to an HMM that estimates observation prob-
abilities using a mixture of Gaussians. Used in this way the ANNs are
performing regression rather than classi�cation. Multiple networks can be
used to pre-process the data in di�erent ways, each concentrating on var-
ious hard to distinguish features. For example, one network is trained to
produce observations particularly useful for di�cult plosive classi�cation,
while another network may produce broadly useful features.

The clever aspect of this structure is that the gradients of the HMM
parameters, computed as in Section 3.1.2, can be propagated back into the
ANNs, simultaneously maximising the discriminative powers of the HMMs
and the ANNs. This requires computing ∂bjOu(t)/∂yk, the derivative of
the observation probability at time t for state j with respect to the kth
output of the combined networks. Having derived this quantity back-
propagation can be used to derive the gradients of the network weights.
The same globally trained ANNs are used to provide observations for all
states of all HMMs.

This method was evaluated using the TIMIT database with 7214 tri-
phone models. Observation features were calculated with 3 networks: a
recurrent network for broad features using 12 inputs, a recurrent network
for plosive features using 74 inputs and a linear network to combine the
results of the �rst two. The result was 8 continuous observations for the
HMMs. The networks use a total of 23,578 weights. The �rst two net-
works were pre-trained to perform recognition tasks. Each HMM had 14
states and 3 distributions, tied to the transitions between the states. Re-
sults are given in terms of the segmentation accuracy 1 rather than the
frame by frame match. Global optimization boosted accuracy from 81%
to 86%. A hybrid based on the ideas in Section 5.1 achieved 74%.

1Accuracy is de�ned as 100% - % deletions - % substitutions - % insertions.
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6 Summary

This survey has described the popular MMI and MCE criteria for discrim-
inative speech processing systems. We showed how either criteria can be
applied to HMMs, ANNs, or indeed some arbitrary parameterised proba-
bility estimator. Connectionist approaches to probability estimation were
reviewed, including static multi-layer perceptrons, TDNNs, RNNs and Bi-
Directional RNNs. The close link between HMM approaches and connec-
tionist approaches was also explored by showing how ANN architectures
such as Alphanets perform the same calculation as the forward probability
calculation used in HMMs. The advantages of ANNs for speech processing
compared to HMMs were also listed, noting that while ANNs have many
theoretical advantages over HMMs, taking advantage of them is di�cult,
requiring the training of very large ANNs. Finally we described the hy-
brid techniques which use ANNs to estimate phone likelihoods for HMM
time alignment, and techniques which allow the global optimization of one
form of HMM/ANN hybrid.
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