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Abstract

Bibliographic databases are very important for a va-
riety of tasks for governments, academic institutions
and businesses. These include assessing research out-
put of institutions, performance evaluation of aca-
demics and compiling university rankings. However,
incorrect or incomplete data in such databases can
compromise any analysis and lead to poor decisions
and financial loss. In this paper we detail our ex-
perience with an entity resolution project on Aus-
tralian institution data using the SCOPUS biblio-
graphic database. The goal of the project was to
improve the entity resolution of institution data in
SCOPUS so it could be used more effectively in other
applications. We detail the methodology including
a novel approach for extracting correct institution
names from the values of one of the attributes. Along
with the results from the project we present our in-
sights into the specific characteristics and difficulties
of the Australian institution data, and some tech-
niques that were effective in addressing these. Finally,
we present our conclusions and describe other situa-
tions where our experience and techniques could be
applied.

Keywords: Data Matching, Bibliographic Databases,
Deduplication, SCOPUS.

1 Introduction

Bibliographic databases are being used across an in-
creasingly broad range of areas. From allocating re-
search funding by governments, to quantifying con-
nections between academics and institutions to de-
termining academic promotions (Christen 2012). To
support these applications, it is vital that biblio-
graphic databases are correct, cleaned and well main-
tained. However, far too often, it is up to individ-
ual companies or researchers to enter their own work
into these databases (Lee et al. 2007). Alternatively,
many bibliographic databases are automatically cre-
ated and updated which leads to a host of data in-
tegrity problems including multiple updates, missing
entries, and differences in data quality and formats
when drawing on different data sources (Lee et al.
2007). All these problems can compromise the qual-
ity of any analysis done on the databases, which can
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lead to poor decision making and the wasting of time
and money.

In this paper we detail our experience and find-
ings from a project attempting to improve the data
quality of Australian institutions in the SCOPUS bib-
liographic database (Scopus 2009). We used a vari-
ety of established data cleaning and data matching
techniques and refined them where necessary. We
present an approach to extracting institution names
from attribute values. We also capture and incorpo-
rate domain specific knowledge, and illustrate partic-
ular types of problems for data matching in biblio-
graphic databases. While we developed our approach
for a specific database, certain techniques and aspects
of the domain knowledge could be generalised to other
bibliographic databases, and potentially other appli-
cation areas.

The structure of this paper is as follows: in Section
1 we provide some background on the applications of
bibliographic databases and the project goals. In Sec-
tion 2 we describe the main features of the SCOPUS
bibliographic database that was used in this project.
In Section 3 we examine data cleaning and we de-
scribe our technique for extracting institution names
from the databaseand in Section 4 we discuss the two
aspects of the data matching in the project, merg-
ing institution identifiers where they correspond to
the same institution, and determining an institution
identifier for records that do not have one. Finally, in
Section 5 we present our conclusions, a discussion of
other areas these techniques could prove useful, and
some possibilities for extending this work.

1.1 Bibliographic Databases

Bibliographic databases such as SCOPUS (Scopus
2009) have a wide variety of applications for govern-
ments, academic institutions and businesses. Gov-
ernments use them for policy development including
assessing future areas of research need and allocat-
ing research funding. They also use them to evaluate
research and program performance. For example, in
Australia, the Commonwealth Government runs the
Excellence in Research for Australia (ERA) program
to assess the research performance of academic insti-
tutions. The ERA program relies on measures such
as citation counts and article counts from the SCO-
PUS database (ERA 2012). The ERA program also
determines the funding allocations for part of the Sus-
tainable Research Excellence in Universities program
(ERA 2012).

Academic institutions such as universities also
use bibliographic databases for a wide variety of
tasks. Analysis of collaboration data in bibliographic
databases allows universities to develop strategic
partnerships and assists in identifying research and



funding opportunities. Additionally, performance
evaluation of academic personnel can also be based on
research output. This can be captured through mea-
sures such as the h-index, which attempts to quantify
research output and quality, and is calculated from
citations counts in bibliographic databases (Hirsch
2005).

Bibliographic databases are also used for com-
mercial applications. An example is the industry
that has developed around ranking universities, and
scales such as the Times Higher Education rank-
ing (http://www.timeshighereducation.co.uk)
rely on data from bibliographic databases such as
Thomson Reuters Web of Science to create their
rankings.

1.2 Project Goals

Given the variety of applications of bibliographic
databases it is important the data quality within them
is high. To that end, the goals of this project were
twofold. Firstly, it was to improve the accuracy of
institution identifiers within the SCOPUS database.
Secondly, this project formed part of an ongoing pro-
gram of work to allow the Office of Research Excel-
lence at the Australian National University (ANU) to
better understand the SCOPUS database, and build
organisational capacity for analysing and applying the
data. These two goals could have a variety of practi-
cal benefits. For example, in order to analyse collab-
orations between institutions it is important that the
institutions themselves be correctly identified. Sim-
ilarly, if institutions are incorrectly identified when
assessing research performance, then this may result
in an inequitable allocation of funding. Improving
the quality of institution data would assist with these
and other applications and the lessons learned from
this project could assist with similar analysis in the
future.

SCOPUS contains a variety of different institu-
tion types. Large academic institutions such as uni-
versities produce the majority of research articles in
SCOPUS, but there are many smaller research labs,
companies, government departments, and even pri-
vate individuals who also conduct research. Since the
larger institutions are more relevant in most analysis,
we only considered institutions that had at least ten
records in SCOPUS.

In some cases it is unclear exactly what consti-
tutes an institution. For the purposes of this project,
we generally use the highest level organisation as the
institution. For example, each separate division of a
university could potentially be considered an institu-
tion, however the goal of the project was to identify
all such divisions with the university itself.

2 The SCOPUS Database

The SCOPUS database is a bibliographic database
containing approximately 80 million author records,
and approximately 40 million academic papers, con-
ference proceedings, theses, and other works. The
snapshot used in this project covers the period 1996
to 2011. The SCOPUS database is stored in XML
format with a tree schema and with a paper or article
as the root of each record. The schema is propri-
etry so cannot be provided here. For ease of analy-
sis, portions of the data were extracted into relational
database tables containing information about entities
such as authors or papers, but this does not reflect
the underlying structure of the SCOPUS database. In
addition, SCOPUS uses an automated data collection

process which sources data from many places and in a
variety of formats. This can lead to variations in data
and storage formats. For example, the attributes city,
state and postcode were all completely blank for the
Australian data, despite the fact that they are appro-
priate. This information is often present in a record,
but is usually part of the organization attribute, along
with other information.

Since we were primarily interested in the Aus-
tralian portion of the data, the country attribute was
used to separate the data and only records with a
country value of “aus” (correspoding to Australia),
were used in the project. This reduced the dataset to
1,611,172 records. A short summary of the attributes
and characteristics for the Australian records is pro-
vided in Table 1 below. The completeness column
describes the percentage of records that had a non-
null value for the attribute.

Attribute Unique Values Completeness

afid 28,306 98.2%

dptid 52,879 73.7%

organization 238,460 99.3%

city group 28,889 95.3%

address 32,038 25.1%

city 0 0.0%

state 0 0.0%

postcode 0 0.0%

Table 1: Characteristics of the SCOPUS Database.

The overall data quality was reasonably good, and
the presence of the afid attribute, which appeared to
be an identifier, was promising. However the large
number of missing values reduced the usefulness of
many of the attributes. From a data matching per-
spective, the most useful attributes appeared to be
afid, country and organization. We examined each of
these in more detail.

2.1 Attribute afid

According to the SCOPUS documentation (Scopus
2009), afid is intended to be a unique identifier for
institutions. However, there were many missing val-
ues so it was not a strict primary key in the rela-
tional database sense (Elmasri & Navathe 2011). In
addition, while its description indicated that it was
unique, there were institutions in the database that
had multiple different afid values.

We found that a single institution having multiple
afid values was more common in smaller institutions.
Given that bibliographic databases are important for
the funding of large research institutions, they are
more likely to have internal personnel making sure
that research papers and journals are present in SCO-
PUS and correctly attributed to their institutions. In
the event they determine that papers are missing or
incorrectly attributed, they can notify SCOPUS to
get the problem rectified. Smaller institutions are
probably less likely to take these steps.

The afid attribute was extremely important for
the data matching process. However, since it was
not a perfect key and there was not a unique institu-
tion name for each afid, extracting a single institution
name from the records for each afid was a significant
challenge.

http://www.timeshighereducation.co.uk


2.2 Attribute organization

From a data matching perspective this attribute was
the most useful in determining the correct name for
each institution. Of the attributes containing infor-
mation about institutions, organization is the most
complete with over 99% of Australian records having
a value in this attribute. In addition, candidates for
the institution name were often included in this at-
tribute. It was also the best candidate for string com-
parison and other data matching techniques. How-
ever, the values of the organization attribute con-
tained many abbreviations and acronyms that needed
to be dealt with prior to the data matching as will be
discussed in Section 3.3.

2.3 Attribute country

As described above, we used the country attribute to
limit the data to manageable quantities. In addition,
collecting all records with the same value of country
together meant that some of the problems of trying to
match across languages were removed. However, even
something as straightforward as country was still not
perfect. For example, there were hundreds of records
with a country value for Australia that pertained to
institutions in Austria, such as the University of Inns-
bruck and the University of Salzburg.

2.4 Data Summary

In summary, the most important attributes for the
project were country, which was used to limit the
data, afid, which was a quasi-identifier for institu-
tions, and organization that contained text infor-
mation about the institutions. Of the selected at-
tributes, organization needed the most pre-processing
to be useful in the data matching process. This in-
volved extracting the institution names in an auto-
mated fashion as well as dealing with abbreviations
and acronyms. This data cleaning process is dealt
with in the next section.

3 Data Cleaning

Data cleaning is an important aspect of almost all
data matching exercises (Han et al. 2012). The main
objective in the data cleaning step was to extract
from the 1,611,172 records for Australian institutions
a unique institution name for each of the 2,910 afid
values with more than 10 records in SCOPUS. In ad-
dition, acronyms, abbreviations and stop words could
make data matching more difficult. As part of the
data cleaning process we generated a list of possible
acronyms and abbreviations for Australia, along with
their likely expansions. Each of these data cleaning
tasks is discussed separately.

3.1 Institution Names

One of the biggest challenges for the project arose
from the fact that although the attribute afid was in-
tended to uniquely identify an institution, there was
not a one-to-one relationship between afid and in-
stitution name. However, for afids with many indi-
vidual records (10 or more) a large part of the vari-
ability amongst values of the organization attribute
often came from capturing subdivisions of the institu-
tion. As a result, the institution name appeared to be
the most frequently occurring substring. This formed
the basis for our approach to extracting institution
names.

3.2 Research Hypothesis

Building on some of the ideas presented by Ciszak
(Ciszak 2008) and after experimentation, we deter-
mined the following hypothesis: the most frequently
occurring comma-separated substring within the val-
ues of the organization attribute was the best can-
didate for the correct institution name. The ratio
between the frequency of the most common substring
and the second most common substring was an indi-
cator of the likelihood that the name was correct.

To illustrate this we provide the following ex-
ample which shows the name extraction process
and ratio calculation for the ANU. The first step
was to select the 63,389 records that had the afid
value for the ANU. For each of these records we
separated the values of the organization attribute
into comma-separated substrings and these substrings
were counted to create a frequency table. We present
the four most frequent comma-separated substrings
for the ANU in Table 2 below:

Substring Frequency

Australian National University 29,311

Research School of Chemistry 5,483

Research School of Physical 4,485

Sciences and Engineering

John Curtin School of 4,447

Medical Research

Table 2: Substring Frequencies for the Australian Na-
tional University.

The most frequently occurring substring was used
for the institution name, which in this case was “Aus-
tralian National University” as expected. The ratio
was then calculated by the following formula:

Ratio = Highest Freq./2nd Highest Freq.

For the above example, this gives:

Ratio = 29, 311/5, 483 = 5.35

A ratio of 5.35 was relatively high and as a result we
had good confidence that the name was correct. We
provide some examples of extracted institution names
in Table 3 below. We also provide a more detailed
analysis of the relationship between name correctness
and the ratio value in Section 3.5.

3.3 Acronyms and Abbreviations

In addition to extracting institution names, it was
important to replace frequent acronyms and abbrevi-
ations by their expanded expressions. This improved
the results of the institution name extraction, espe-
cially where the acronyms were common. In addi-
tion, during the subsequent data matching, we needed
to match against common acronyms of large institu-
tions when trying to deal with records that had no
afid value, in case they only contained the acronym
in their value for the organization attribute.

We used a look-up table that specified the most
common acronyms along with their expanded forms.
However, particularly amongst the abbreviations,
there were many that had multiple possible expan-
sions, for example “Med.” could be “Medical” or
“Medicine”. Because of this, there were several com-
mon abbreviations that were left in their unexpanded
form.



Extracted Name Correct Name Ratio Notes

Australian Institute Australian Institute of 18.05 None

Marine Science Marine Science

Royal North Shore Hospital Royal North Shore Hospital 11.98 None

Calvary Hospital Calvary Hospital 7.00 Kogarah, N.S.W.

University Queensland University of Queensland 6.05 None

Western Australian Institute Western Australian Institute 4.67 None

Sport of Sport

URS Australia Pty Limited URS Australia Pty Limited 3.50 Contains Acronym

School Chemistry Monash University 2.60 Incorrect Name

Ipswich Hospital Ipswich Hospital 1.80 None

University Notre Dame University of Notre Dame 1.35 None

School Psychiatry Unknown 1.21 Incorrect Name

Innsbruck Medical University Innsbruck Medical University 1.14 In Austria

Suite 3 Melbourne Heart Centre 1.00 Incorrect Name

Table 3: Examples of Extracted Institution Names and Ratio Values.

3.4 Stop Words

We also removed stop words such as “the”, “of” and
“for”. Because these words contain little informa-
tion, they are sometimes left out (Christen 2012) and
removing them further standardised the institution
names. As with abbreviations and acronyms, a look-
up table was used to remove them from the values of
the organization attribute.

3.5 Data Cleaning Results and Discussion

In this section, we present the overall results and anal-
ysis of the data cleaning. The main focus of the data
cleaning was extracting a unique name for each afid
value. We also examined whether the calculated ra-
tio value influenced the likelihood that a name was
correct.

To test the methodology, a random selection of 200
afid values were picked and we used our approach to
extract an institution name. All of the afid values
had at least 10 records in SCOPUS. To deal with
acronyms and abbreviations, we used a manually cre-
ated lookup table containing 73 acronyms and abbre-
viations along with their expansions. They were pre-
dominantly the most frequently occurring acronyms
and abbreviations where there was little ambiguity as
to what the correct expansion was. We also removed
the most common stop words (“of”, “and”, “for”, “the”,
“in”, “at” and “on”). The results are displayed in Table
4 below:

Result Number of afids Proportion

Correct Name 131 65.5%

Partially Correct 42 21.0%

Name

Incorrect Name 27 13.5%

Total 200 100.0%

Table 4: Data Cleaning Results.

Names were judged to be correct if they could iden-
tify the institution in question. Names were judged
partially correct if they contained abbreviations or
acronyms that had not been expanded or were miss-
ing a word. In general, where the name was cor-
rect, but was for a smaller part of a large institution,

we deemed it an incorrect result. For example one
afid was assigned the name “Research School of So-
cial Sciences” but this was deemed incorrect since it
was a subdivision of the Australian National Univer-
sity. The only exceptions were if it appeared to be a
separate research centre or similar, in which case we
deemed it partially correct. There was a certain level
of judgment involved, however these cases were fairly
few in number. For an approach that was simple and
easy to implement, the overall results were reasonably
promising with a correct or partially correct name ex-
tracted for 86.5% of the afid values.

In order to test the hypothesis that the ratio be-
tween the two most common substrings was an indi-
cator of how likely a name was to be correct, we con-
ducted a more detailed analysis. The results of the
200 sampled afid values were broken into categories
based on the calculated ratio value. Table 5 below
shows how the ratio affects the quality of the names
generated. We counted partially correct matches as
correct for this analysis.

Ratio % Correct % Incorrect

Ratio ≥ 4.0 98.3% 1.7%

2.0 ≤ Ratio < 4.0 86.9% 13.1%

1.5 ≤ Ratio < 2.0 88.0% 12.0%

1.2 ≤ Ratio < 1.5 85.0% 15.0%

1.1 ≤ Ratio < 1.2 80.0% 20.0%

Ratio < 1.1 60.0% 40.0%

Total 86.5% 13.5%

Table 5: Effect of Ratio on Name Correctness.

As predicted by our hypothesis, a higher ratio was
a general indicator of name correctness. However,
there was a significant difference between ratio val-
ues above 4.0 and ratio values below 4.0. In applica-
tions where incorrect matches would be a significant
problem, then excluding everything with a ratio below
1.1 or 1.2, would reduce the incorrect names without
massively lowering the coverage. For this project we
retained the names extracted for all 2,910 afid values
that had more that 10 records in SCOPUS.

We present some possible ways of improving this
methodology in Section 5, along with other situations
where this technique could be applied.



4 Data Matching

Data matching is the task of identifying, matching,
and merging records that correspond to the same enti-
ties from one or more databases (Christen 2012). For
this project, there were two main parts to the data
matching process: determining which different afid
values corresponded to the same institution and could
be merged, and assigning an afid value to records that
did not have one.

The data matching was performed using different
string comparison techniques on the 2,910 institution
names that were extracted during the data clean-
ing. For each step of the data matching, we set a
minimum similarity threshold. Comparisons that re-
turned a similarity score above this threshold were
positive matches. Comparisons that returned a simi-
larity score below this threshold were non-matches.

The positive matches fell into two categories, true
positives and false positives. Matches were true posi-
tives if the two values matched actually corresponded
to the same real world institution. Matches were false
positives if the two values corresponded to different
real world institutions. In order to determine whether
matches were true positives or false positives, we con-
ducted a manual evaluation. Non-matches could also
be divided into true negatives and false negatives.
However for non-matches the vast majority were true
negatives and so we were unable to manually review
a sufficient number of non-matches to accurately esti-
mate the number of true negatives and false negatives.

Since we could not determine the actual number
of true negatives and false negatives we were unable
to calculate recall and accuracy. As a result, we used
precision to evaluate the data matching results. Pre-
cision is calculated as follows (Han et al. 2012):

Precision = true positives/positive matches

True positives and positive matches are as defined
above.

Transitive closure was also a potential problem.
Transitive closure refers to the situation where if three
records, “a”, “b” and “c” are compared to each other
pair-wise and “a” matches to “b” and “a” matches to
“c” then “b” should also match to “c” (Christen 2012).
However, in practice this is not guaranteed and for
this project it was an issue we had to resolve. We
dealt with this slightly differently for each part of the
data matching so it is discussed in the next sections.

A number of different string comparison tech-
niques were used in the data matching. Each tech-
nique takes two strings as input and returns a sim-
ilarity value between 0 and 1. A result of 0 indi-
cates the strings are completely different (what con-
stitutes completely different varies depending on the
technique). Higher values between 0 and 1 indicate
more similar strings. If the two strings are identical
the result will be 1. However, for some techniques dif-
ferent strings may also give a result of 1.0 (Christen
2012). A brief description of the techniques that were
used in this project is provided below (Christen 2012).

Exact : exact matching returns either 0 or 1, with
0 indicating different strings and 1 indicating the
strings are identical.

Q-gram: q-gram string matching splits the two
input strings into substrings of length q using a sliding
window approach, and then measures the proportion
of substrings that are common to both of the original
strings.

Jaro: Jaro comparison uses a sliding window ap-
proach and measures the number of characters the

two strings have in common in this window and also
takes into account the number of transpositions.

Longest common substring (LCS): LCS compari-
son iteratively removes the longest common substring
from each of the two strings down to a minimum
length and then computes a similarity measure based
on the proportion of the strings that have been re-
moved.

Bag distance: bag distance counts the number of
characters the two strings have in common by con-
verting them each into a multiset and then subtract-
ing one from the other.

The data matching code was written in Python
3.2 and used the Febrl library (Christen 2009) for
the string comparison techniques. The code was run
on an I7 2600, 3.4Ghz machine with 16 Gigabytes of
memory running the Windows 7 operating system.
The majority of techniques had running times of 15
minutes or less when calculating similarities and clus-
tering institutions. However, the LCS comparisons
took longer, with running times of up to two hours.
Since we only ran each technique a small number of
times, this was not a significant issue, but if they
needed to be run repeatedly or with larger data sets,
then alternative languages or libraries could be inves-
tigated, along with a possible parellelisation of the
algorithm.

While there were similarities between the two dif-
ferent data matching tasks, matching between afid
values and determining an afid value for records that
did not have one, they each had unique characteristics
so are treated separately.

4.1 Matching Between afid Values

The purpose of data matching between different afid
values was to determine where they corresponded to
the same institution so they could be merged to-
gether.

The approach used an agglomerative hier-
archical clustering technique (Han et al. 2012,
Naumann & Herschel 2010). Initially, each afid was
assigned to its own cluster, and each cluster was
also given the name we had extracted for the afid
as a second attribute. The data matching compared
clusters using the name attribute and merged clusters
where the similarity score between the names was
above the assigned threshold.

To deal with transitive closure, we conducted pair-
wise matching between clusters and recorded all suc-
cessful matches. All clusters where there was a suc-
cessful match between the names were merged. In
some cases two clusters were merged even though the
similarity score between their names was below the
threshold, for example when they both successfully
matched with a third cluster. The evaluation exam-
ined all pair-wise matches from merged clusters, even
where individual matches were below the required
similarity threshold.

The data matching was conducted iteratively. Af-
ter each step of the data matching, clusters were
merged where they had been matched successfully
and a new comparison technique was tried, generally
with a lower similarity threshold. The initial tech-
niques were exact matching with a threshold of 1.0
and q-gram matching with a threshold of 0.9. Several
techniques were tested for the third step. The results
of the data matching are described in Table 6 below.

4.1.1 Evaluation

We provide a brief description of the results of each
iterative matching step, along with specific examples



Comparison Similarity Other Clusters Clusters Precision

Technique Threshold Parameters Matched Formed

Exact matching - step 1 1.00 None 566 230 85.9%

Q-gram matching - step 2 0.90 q = 2 75 35 87.0%

Jaro - step 3 0.80 None 1,332 165 < 50%

Jaro - step 3 0.90 None 169 63 < 50%

LCS - step 3 0.80 Shortest length = 3 465 160 < 50%

LCS - step 3 0.90 Shortest length = 3 69 34 72.2%

Table 6: Data Matching Results (part 1). Note that some comparison techniques yielded precision results that
were clearly less than 50% and were not fully evaluated.

where they are relevant. We started with 2,910 clus-
ters, corresponding to the 2,910 afid values that we
extracted a name for in the data cleaning. Exact
matching merged clusters if they had exactly the same
name. This matching technique merged 566 clusters
down to 230 new ones representing a reduction of 336
clusters, which was 11.5% of the initial 2,910.

To evaluate precision, a random selection of 100
new clusters was reviewed. Because in some cases
three or more clusters were merged into a single new
one, there were more than 100 matches to evaluate.
Of the 220 pairwise matches, 189 or 85.9% were cor-
rect. Of the 100 clusters sampled, 88 were completely
correct, i.e. every cluster merged was part of the same
institution, one was partially correct where two of the
clusters were actually the same institution, and the
third was different, and 11 were incorrect with none
of the matched clusters referring to the same institu-
tion. Of the 12 clusters that were incorrect or par-
tially incorrect, four of them had the correct name
for the institutions, but it was a common name, e.g.
“Calvary Hospital”, while in the eight other cases, at
least one of the institution names was incorrect.

The second technique was q-gram matching with a
similarity score of 0.9 and a q-value of 2. This largely
resolved institutions that were present multiple times,
but with minor variations in their names. This tech-
nique merged 75 clusters down to 35, which was a
reduction of 40, or 1.4% of the initial 2,910. Since
there were fewer than 100 new clusters they were all
evaluated.

Of the 46 pair-wise matches that were generated
in this step, 40 of them were correct which is a preci-
sion of 87.0%. Of the 35 values formed, 29, or 82.9%
were completely correct and 6 were completely incor-
rect. It is worth noting that this step combined sev-
eral different divisions of the “Commonwealth Scien-
tific and Industrial Research Organisation” (CSIRO)
into a single cluster, and these were treated as correct
matches. This occurred because the expansion of the
acronym “CSIRO” is so long that it heavily skews the
similarity scores when conducting string comparisons.
We discuss this further in our conclusion.

Of the techniques tested in the third step, only
LCS with a similarity threshold of 0.9 had a preci-
sion that was reasonable (greater than 70%) and even
for these matches, the increase in incorrect matches
would not be justified in many applications. In ad-
dition, some comparison measures gave results where
the precision was clearly less than 50% were not fur-
ther evaluated. The results from these techniques in-
dicated that we might be reaching the limits of what
could be achieved with string comparisons.

To try and assess the number of true matches that
remained, a matching round was explored using q-
gram matching and a low similarity score of 0.75 and
q = 2.

The overall precision with this approach was ex-
tremely low and a few clusters that contained many
institutions with similar names dominated the results.
There were some true positives in the matches. It was
difficult to gauge exactly how many more matches
could be obtained with perfect string comparison
techniques, but it is probably in the vicinity of 150
to 200. This suggests we had discovered approxi-
mately two thirds of the true matches. However, this
is not counting any matches between cases where afids
have completely different names but correspond to the
same institution. These are unlikely to be picked up
through string comparison techniques and we provide
some suggestions to deal with these in our section on
future work.

4.2 Records Without an afid Value

Out of the 1,611,172 records for Australian institu-
tions, 29,184 or 1.8% had no value for afid. In some
cases, this could be correct, since individuals who are
not associated with an institution can perform re-
search. However in other cases, these records had
institution information present, usually in the orga-
nization attribute, and as a result it appeared that
the blank value for afid was actually a data quality
issue. We again used string comparison techniques to
try and determine the correct value of afid for these
records.

Of the 29,184 records for Australia that had no afid
value, 10,376 also had no information in the organiza-
tion attribute. These were excluded from the process
since they had nothing to match against. This left
18,808 records on which to perform the data match-
ing.

The same pre-processing steps were applied to the
values of the organization attribute that were used
when generating the institution names, such as ex-
pansion of acronyms and abbreviations and splitting
the string into comma separated tokens. Both the
tokens and the institution names were also converted
to lower case to improve the quality of the matches.

Once the pre-processing was complete we tested
different string comparison techniques and matched
the tokens from the organization attribute for the
records with no afid, against the institution names
extracted in the data cleaning step. This was an iter-
ative process and after each comparison technique we
removed records with no afid that had been matched
successfully from the data before trying the next com-
parison technique.

As when matching between afid values, the pro-
cess began with exact matching with a threshold of
1.0, then q-gram matching with a threshold of 0.9
and then we experimented with a number of different
techniques for the third step. The results of the data
matching are described in Table 7 above.



Comparison Similarity Other Unique Records Precision

Technique Threshold Parameters Matched

Exact matching - step 1 1.00 None 5,822 96.0%

Q-gram matching - step 2 0.90 q = 2 1,815 96.0%

Jaro - step 3 0.80 None 5,865 < 50%

Jaro - step 3 0.90 None 887 < 50%

LCS - step 3 0.80 Shortest length = 3 2,513 57.0%

LCS - step 3 0.85 Shortest length = 3 1,114 60.0%

LCS - step 3 0.90 Shortest length = 2 183 54.0%

Bag Distance - step 3 0.80 None 6,087 < 50%

Bag Distance - step 3 0.90 None 372 < 50%

Table 7: Data Matching Results (part 2). Note that some comparison techniques yielded precision results that
were clearly less than 50% and were not fully evaluated.

4.2.1 Evaluation

We provide a brief summary of the results of each
matching technique, along with some examples.

Exact matching checked whether one of the tokens
in the organization attribute was exactly the same
string as the name for an institution. This matched
5,822 records with no afid to an institution. This
represented 31.0% of records without an afid, which
was a higher proportion than expected. Our initial
expectation was that records without an afid would
have generally poor overall data quality.

However, transitive closure was a problem with
252 of the records matched receiving an exact match
to two or more different institutions. In these cases an
organization value had at least two comma-separated
substrings and they had each matched exactly to two
different institutions. For example “Department of
Physics, University of Sydney” matched to both an
institution called “Department of Physics” and an in-
stitution called “University of Sydney”. The institu-
tion named “Department of Physics” likely has an in-
correct name and the true match should be with the
“University of Sydney”. From the analysis it appeared
that there was a fairly strong link between the con-
fidence in the institution names in the data clean-
ing phase, and the likelihood that they were correctly
matched. As a result, the ratio value calculated dur-
ing the data cleaning stage was used as a tiebreaker
when resolving transitive closure in these cases. An
evaluation of 100 randomly selected matches gave a
precision of 96.0%. For all 4 records that were in-
correctly matched, the institution name was probably
incorrect. Of the successful matches, a few large insti-
tutions that were frequently missing an afid were re-
sponsible for a large proportion of the total matches.

The second technique was q-gram matching with
q = 2 and a similarity threshold of 0.9. This matched
another 1,815 records. Transitive closure affected an-
other 233 records and was dealt with as for exact
matching. This step primarily matched records with
minor name variations or typographical errors. An
analysis of 100 random matches gave a precision of
96.0%. As with exact matching, a small number of
institutions contributed the majority of the positive
matches.

Unfortunately, for the third step of the matching,
the results were not promising with none of the com-
parison techniques tried giving a good level of preci-
sion. As with exact matching and q-gram matching,
we performed an evaluation on a random sample of
100 matched records. However, in many cases the
matching quality was too poor to warrant a detailed

analysis since it was clearly less than 50% precision.
Of the techniques tested, only the LCS comparison
with a minimum substring length of three gave a pre-
cision of 60%, and even this is generally too low to be
useful.

Since the first two techniques had only matched
approximately 40% of the 18,808 records, we per-
formed a more detailed analysis of the results to deter-
mine why the match quality was so poor and detected
three main causes for the poor precision.

Institutions where the extracted names were only
partially correct or were incorrect had a significant
effect on the results. In particular, a small number of
institutions with a name that was similar to subdivi-
sions of other institutions had a disproportionate im-
pact on the number of incorrect matches. For exam-
ple, one afid was assigned the incorrect name “Depart-
ment of Medicine”. This resulted in many records that
contained substrings such as “Department of Renal
Medicine” or “Department of Emergency Medicine”
generating high enough similarity scores to achieve a
false positive match.

Another problem was certain types of institutions
with very similar names. For example, within Aus-
tralia, many State Governments, as well as the Com-
monwealth Government, have a “Department of Pri-
mary Industries” and the string comparison tech-
niques were not effective at distinguishing between
them. This resulted in many records being assigned
to the incorrect institution.

Finally, within the records that did not have an
afid, a significant proportion did not have the institu-
tion name present. An evaluation of 100 records that
were not matched by either the exact match or the
q-gram matching found that in 40% of cases, the in-
stitution name did not appear to be present anywhere
in the record. In another 13% of cases, the institution
name was heavily abbreviated or shortened enough to
make string matching difficult.

4.3 Data Matching Summary

Overall, the data matching led to mixed results. The
process for matching between different afid values to
determine whether they corresponded to the same in-
stitution was reasonably successful. We achieved pre-
cision of 85% or higher for the first two comparison
techniques, and estimate very roughly that between
them they accounted for around two thirds of the pos-
itive matches that could be found. This could be
stretched a bit further using the LCS technique if a
few more incorrect matches were acceptable for the
end use case.



However, the matching to assign an afid value to
records that did not have one was less successful.
While the matches from the first two techniques were
very good with a precision over 95%, the total cover-
age was only 40.6% of the records without an afid and
after this no technique produced good results. There
was a significant difference between the easy matches,
and the more difficult ones. Once the records for the
large institutions that were frequently missing an afid
had been resolved, it was quite difficult to deal with
the remainder.

5 Conclusions and Future Work

Overall, the project results were reasonably positive,
and largely achieved the project goals, but there was
still room for improvement. The data cleaning phase
where we extracted institution names went well. For
institutions with 10 or more records, we extracted a
correct or partially correct institution name for 86.5%
of afids. This alone was a very useful result from the
project, since identifying the correct name for insti-
tutions in SCOPUS can be challenging and is often a
limiting factor when using the data.

The merging of different afids was also reasonably
successful with the exact matching and the first q-
gram matching both having a precision of over 85%
and between them reducing the number of afid values
by 13%. The longest common substring comparison
with a similarity threshold of 0.9 achieved precision
over 70%, however in practice, the increase in incor-
rect matches may not justify the overall number of
additional matches gained. An examination of the
output with a low similarity threshold suggested that
for the institutions where the names were correct ap-
proximately two thirds of the true matches had been
detected.

Dealing with the records that did not have an afid
was less successful. The initial steps were good with
a few large institutions that were frequently missing
an afid and were easy to resolve resulting in a pre-
cision over 95%. Between them they accounted for
around 40% of the records. However, all subsequent
techniques had very poor match quality.

We identified three common causes for the incor-
rect matches, including institutions with very similar
or the same names, a small number of incorrect names
extracted during the data cleaning phase resulting in
a disproportionate number of incorrect matches, and
many of the records not containing the institution
name.

We detail in the section on future work some
ways these issues can be addressed. Once this has
been done to a satisfactory degree, the output from
this project can be incorporated into the SCOPUS
database and used to improve future analysis.

With respect to the second goal of improving or-
ganisational capacity with respect to SCOPUS, the
project was also valuable. Two projects currently un-
derway involve assessing the links between Australian
institutions and those in Indonesia and India. The ex-
perience and knowledge gained from this project has
been valuable for this analysis, particularly regarding
the specifics of the SCOPUS database and the chal-
lenges present in the Australian institution data.

5.1 Applications and Domain Knowledge

There were many characteristics of the project that
were unique to the SCOPUS database and which
might not be applicable elsewhere. However, aspects
of the domain knowledge could be useful in other data

matching on Australian institutions or worldwide. In
addition, the approach we used for name extraction
and the ratio concept could be applied in other areas.

One of the biggest problems for the project was
a result of the word “department” pertaining to both
subdivisions of larger institutions, particularly uni-
versities, and also to institutions such as govern-
ment departments. While extracting the institution
names, there were a number of small institutions that
incorrectly received names such as “Department of
Medicine” and “Department of Physics”. In most of
these cases, the institution name was not actually
present in any of the records, so it was impossible
to tell what the institution actually was. However,
when these names were used in the data matching,
they caused significant problems, particularly when
matching against records without an afid value, where
they frequently caused false positive matches.

A few rules could be quite effective at resolving
this problem. For example, given a country, it might
be worthwhile to create a lookup table of the main
government departments, and exclude any institution
name that contains the word “department” which is
not in that table. A small number of rules to deal
with cases such as these could significantly improve
the results.

In addition, an improved methodology for dealing
with acronyms could also be worthwhile. As men-
tioned in the analysis, all the divisions of CSIRO
were combined by the early string comparison tech-
niques since the expanded form of CSIRO is so long
that it dominates the matching. For CSIRO this was
not a problem since they are all part of the same in-
stitution. However, similar situations occurred to a
lesser degree with other long expansions such as CRC
for Cooperative Research Centre, or NSW for New
South Wales. In practice, it could be worthwhile to
change the data cleaning approach to detect the ex-
panded forms of acronyms, perhaps allowing slight
variations, and then reduce them to their acronyms
for data matching purposes, rather than the other
way round. This would prevent these terms causing
too many incorrect matches.

While we have not tested it elsewhere, there is no a
priori reason why the frequency based approach that
we used to extract institution names couldn’t be ap-
plicable in other areas. In particular, any application
where the domain is relatively small in relation to the
number of records would be a good candidate for this
approach. Examples could include suburb names for
a country, or potentially company names or product
names. Alternatively, the domain could be restricted
to the larger examples, as we did in this project, in
order for the technique to be used. For a simple and
easy to implement technique, it was surprisingly ef-
fective.

The ratio concept could also be used in these sit-
uations as an indicator of confidence in the correct-
ness of the result. A high ratio value indicates that
there is only a single good candidate for the correct
value, whereas a ratio value close to 1 indicates that
there are two or more candidates for the correct value
and it may be difficult to pick between them. This
technique could be extended by creating a probabil-
ity distribution from the results, rather than using
the ratio value, which only considers the two most
frequent values. Doing this could better capture the
variability, especially if there are three or more can-
didates for the correct result. However, care would
need to be taken in these situations to not overem-
phasise the impact of the low probability results. For
example, in this project, very few institutions with
a ratio value above 4.0 had an incorrect name ex-



tracted. However, for the Australian National Uni-
versity, the correct name only made up 23.7% of the
comma-separated substrings. This situation was also
common in other large institutions so using a prob-
ability distribution could risk more incorrect results
rather than less.

Finally, small variations to the methodology would
also be worthwhile in many practical applications. If
coverage is less important for the analysis being un-
dertaken, then for the SCOPUS data, accuracy could
be increased to over 90% with a reduction in the cov-
erage of approximately 12%. In practice this is proba-
bly a worthwhile tradeoff, since even a small number
of incorrect names from the data cleaning step sig-
nificantly increased the number of incorrect matches
in the data matching. Similarly, modifying the tech-
nique to also incorporate the number of records could
improve the result, since generally the large institu-
tions were more likely to be correct.

5.2 Future Work

There are a number of ways this work could be ex-
tended in the future. The use of more sophisti-
cated data matching techniques such as incorporating
TF-IDF (Term Frequency - Inverse Document Fre-
quency) (Christen 2012) could improve the quality of
the matching, particularly for determining an institu-
tion for records without an afid. When dealing with
institutions that had long names such as “Department
of Natural Resources and Mines”, where a small dif-
ference in the name is actually important from a data
matching perspective, a TF-IDF approach could be
quite effective. However, even these techniques would
not assist in cases where the institution name is sim-
ply not present in the record.

Based on our evaluation of the results in the
data matching phase, a few different situations were
responsible for a large proportion of the incorrect
matches, both when data matching between afid val-
ues and when trying to determine an afid value for
records that did not have one. The creation of a small
set of domain specific rules could significantly improve
the quality of the institution name extraction, and the
subsequent data matching.

Finally, a collective data matching approach
(Christen 2012) that attempted to do data match-
ing on articles, authors and institutions simultane-
ously might be very successful though it would also
be complex and computationally intensive. The data
could be treated as a network capturing links between
articles, individuals and institutions with the weights

of the links measuring the frequency of the connec-
tions. This type of approach could potentially handle
missing values in the data, and would also be very
good at dealing with situations where a few records
had incorrect values.
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