Analysis of accelerated gossip algorithms

Ji Liu a,1, Brian D.O. Anderson b, Ming Cao c, A. Stephen Morse a

a Yale University, USA
b The Australian National University and National ICT Australia Ltd., Australia
c University of Groningen, The Netherlands

A R T I C L E   I N F O

Article history:
Received 7 January 2011
Received in revised form 25 June 2012
Accepted 24 October 2012
Available online 12 February 2013

Keywords:
Cooperative control
Distributed averaging
Convergence rate

A B S T R A C T

Gossiping is a distributed process whose purpose is to enable the members of a group of \( n > 1 \) autonomous agents to asymptotically determine in a decentralized manner, the average of the initial values of their scalar gossip variables. This paper analyzes the accelerated gossip algorithms, first proposed in Cao, Spielman, and Yeh (2006), in which local memory is exploited by installing shift-registers at each agent. For the two-register case, the existence of the desired convergence is established under a symmetry assumption by separately studying the convergence in expectation and in mean square. In particular, the optimal rate of convergence in expectation is derived which is faster than that of the standard gossip algorithm, and a sufficient condition on the adjustable parameter for the convergence in mean square is provided. These theoretical results are validated for some classes of networks by comparison with existing empirical data. More general multi-register cases are also discussed.

1. Introduction

While sensor networks have been utilized in a wide range of applications, a central theme of research that has remained the focus over the past decade is the design of efficient distributed computation algorithms among the members of a group of sensors or mobile autonomous agents, especially for the scenarios where sensors or agents are constrained by limited sensing, computation, and communication capabilities. One particular type of distributed information processing which has received much attention lately is called distributed averaging (Xiao & Boyd, 2004). In its simplest form, distributed averaging deals with a network of \( n > 1 \) agents and the constraint that each agent \( i \) is able to communicate only with certain other agents called agent \( i \)'s neighbors. Neighbor relations are described by a simple, connected graph \( \mathcal{A} \) in which vertices correspond to agents and edges indicate neighbor relations. Thus the neighbors of an agent \( i \) have the same labels as the vertices in \( \mathcal{A} \) which are adjacent to vertex \( i \). Initially, each agent has or acquires a real number \( y_i \) which might be a measured temperature or something similar. The distributed averaging problem is to devise a protocol which will enable each agent to compute the average \( y_{\text{avg}} = \frac{1}{n} \sum_{i=1}^{n} y_i \), using only information acquired from its neighbors.

The distributed averaging problem can be solved in many ways. A well studied approach to the problem is for each agent to use a linear iterative update rule of the general form

\[
x_i(t+1) = w_{ij} x_j(t) + \sum_{j \in \mathcal{N}_i} w_{ij} x_j(t), \quad x_i(0) = y_i
\]

where \( t \) is a discrete time index, \( x_i(t) \) is agent \( i \)'s current estimate of \( y_{\text{avg}} \), the \( w_{ij} \) are real-valued weights, and \( \mathcal{N}_i \) is the set of labels of the neighbors of agent \( i \). By introducing an \( n \)-vector \( x \) whose \( i \)th entry is \( x_i \), such a system of equations admits a state space model of the form

\[
x(t+1) = Wx(t), \quad t \geq 0
\]

where \( W \) is a real-valued \( n \times n \) matrix whose row and column sums all equal one. In Xiao and Boyd (2004) several methods are proposed for choosing the \( w_{ij} \) with the goal of obtaining algorithms with improved convergence rates. Algorithms of this type, which require each agent to communicate with all of its neighbors on each iteration, are sometimes called broadcast algorithms.

An alternative approach to distributed averaging, which typically does not involve broadcasting, exploits a form of “gossiping”...
In a standard gossiping process, a pair of agents with labels i and j are said to gossip at time t if both \(x_i(t+1)\) and \(x_j(t+1)\) are set equal to the average of \(x_i(t)\) and \(x_j(t)\). Each agent is allowed to gossip with at most one neighbor at one time. Under appropriate assumptions, algorithms which possess this simple property can be shown to solve the distributed averaging problem. Generally not every pair of agents is allowed to gossip. The actual sequence of gossip pairs which occurs during a specific gossip sequence might be determined either probabilistically (Boyd et al., 2006; Kempe, Dobra, & Gehrke, 2003) or deterministically (Liu, Mou, Morse, Anderson, & Yu, 2011; Mehyar, Spanos, Pongsapjan, Low, & Murray, 2007), depending on the problem of interest. It is the former type of problem to which this paper is addressed.

As mentioned previously, the goal of gossiping is to compute the average of the initial values of the \(x_i\), henceforth called gossip variables. Of particular interest is the rate at which a sequence of gossip variables converge to the same value at \(y_{avg}\). Recent results concerning convergence rates appear in Anderson, Yu, and Morse (2010), He, Morse, Liu, and Mou (2011), Mou, Yu, Anderson, and Morse (2010) and Yu et al. (to be submitted) for deterministic periodic gossiping and in Liu, Morse, Anderson, and Yu (2010); Liu et al. (2011), Nedić, Olshevsky, Ozdaglar, and Tsitsiklis (2009) and Olshevsky and Tsitsiklis (2009) for deterministic aperiodic gossiping. In Boyd et al. (2006), the convergence rate question is addressed for gossip algorithms in which the sequence of gossip pairs is determined probabilistically. A modified probabilistic gossip algorithm intended to speed up convergence is proposed in Cao et al. (2006) without proof of correctness, but with convincing experimental results. The algorithm has recently been analyzed in Liu, Anderson, Cao, and Morse (2009). This paper presents a more comprehensive treatment of the work in Liu et al. (2009).

In Boyd et al. (2006), Boyd et al. propose a standard gossip algorithm where at each clock time a single randomly chosen pair of agents in the network update their values of gossip variables together to the average of their current values. Such an algorithm is easy to implement and only requires simple computations at each agent. However, the convergence rate of the algorithm is relatively slow, which is a critical drawback and it is clearly desirable that it should be improved. A number of papers have studied this issue of slow convergence of the standard gossip algorithm and various strategies have been proposed to improve the convergence rate (Benézit, Dimakis, Thiran, & Vetterli, 2010; Cao et al., 2006; Dimakis, Sarwate, & Wainwright, 2006). For a survey on the most recent works on this issue see Dimakis, Kar, Moura, Rabbit, and Scaglione (2010).

Among all the proposed acceleration strategies, there is one particular approach that has motivated the research in this paper. In Cao et al. (2006), Cao et al. have demonstrated through simulations that by installing shift-registers at each agent to enable utilization of computational results in each agent’s finite memory, substantial acceleration (up to 10-fold) can be achieved for probabilistic gossip algorithms. However, there is no theoretical explanation in Cao et al. (2006) for this observed improvement. In fact, except for the preliminary version of this paper (Liu et al., 2009), no one has yet been able to describe the accelerated convergence of the gossip algorithms using shift-registers, first proposed in Cao et al. (2006), in a rigorous and precise fashion. The main contribution of this paper is to thoroughly analyze the two-register case of the accelerated gossip algorithms in Cao et al. (2006) under a symmetry assumption by separately studying the convergence in expectation and in mean square. The fastest rate of convergence in expectation is derived in closed form which depends on the given probabilistic strategy according to which agent pairs are activated. A sufficient condition on the adjustable parameter for the convergence in mean square is also provided.

The theoretical results are validated for some classes of networks by comparison with the empirical data in Cao et al. (2006).

Also related to this paper is the work of Aysal, Oreshkin, and Coates (2009), Johansson and Johansson (2008), Muthukrishnan, Ghosh, and Schultz (1998) and Oreshkin, Coates, and Rabbat (2010) in which several clever ideas have emerged for speeding up the convergence of broadcast algorithms by augmenting (1) with delayed values of \(x_i(t)\). In a pioneering paper (Muthukrishnan et al., 1998), Muthukrishnan et al. propose augmented update equations of the form

\[ x_i(t+1) = g \sum_{j \in N_i} w_{ij} x_j(t) + (1 - g) x_i(t - 1) \]

where \(g\) is a real, constant design parameter not depending on \(i\). In matrix terms one thus has

\[ x(t + 1) = g W x(t) + (1 - g) x(t - 1), \quad t \geq 1 \]

It has been shown in Muthukrishnan et al. (1998) that there exists a value of \(g \in (1, 2)\) dependent on \(W\) with which a faster rate at which \(x(t)\) converges is obtained compared with (2). This result is inspired by the work of Golub and Varga (1961) and derived using matrix iterative analysis (Varga, 1962). Recently the more sophisticated iteration

\[ x(t + 1) = g W x(t) + (1 - g) (\theta_1 W x(t) + \theta_2 x(t) + \theta_3 x(t - 1)), \quad t \geq 1 \]

has been proposed by Aysal et al. (2009) to further speed up convergence where \(\theta_1, \theta_2, \text{and } \theta_3\) are prespecified real-valued constants, but without proof of correctness. The system (4) has been analyzed lately by Oreshkin et al. (2010) under special spectrum assumptions.

Although exploiting the same over-relaxation technique as the preceding augmented broadcast algorithms, the accelerated gossip algorithms discussed in this paper admit probabilistic time-varying systems in which the update matrix depends on time, and consequently we prove convergence both in expectation and in mean square; by way of contrast the systems (3) and (4) are deterministic and time-invariant. Therefore there is a fundamental difference between this paper and the work of Aysal et al. (2009), Johansson and Johansson (2008), Muthukrishnan et al. (1998) and Oreshkin et al. (2010). Although both our work and the work of Aysal et al. (2009) and Oreshkin et al. (2010) are aiming at the same goal of providing theoretical explanations about why shift-registers can help accelerate convergence, different system models have been set up and the results obtained in one cannot be applied directly to the other.

The remainder of this paper is structured as follows. In Section 2, we review the standard gossip algorithm studied in Boyd et al. (2006) and the accelerated gossip algorithms introduced in Cao et al. (2006). In Section 3, we first establish a complete analysis of the convergence in expectation for the two-register case under a symmetry assumption (Section 3.1). Then we study the convergence in mean square and provide a sufficient condition under the same assumption (Section 3.2). Moreover, we also establish a necessary condition for speeding up convergence in more general multi-register cases (Section 3.3). Finally, we validate the theoretical results in Section 4 by exploring some classes of network graphs and comparing them with the experimental results in Cao et al. (2006).

### 2. Gossiping

As mentioned in the introduction, gossiping is a form of distributed computation whose purpose is to calculate the average value of a set of numbers or measurements. The type of gossiping we want to consider involves a group of \(n \geq 1\) agents labeled 1 to \(n\). Each agent \(i\) has control over a real-valued scalar quantity \(x_i\) called a gossip variable which the agent is able to update from time to time. We say that a gossip occurs at time \(t \in \{0, 1, 2, \ldots\}\).
between agents $i$ and $j$ if both agents communicate with each other and update their gossip variables at time $t$; the values of both agents’ gossip variables at time $t+1$ are determined by a pre-specified gossip algorithm. If agent $i$ does not gossip at time $t$, its gossip variable does not change. Generally not every pair of agents is allowed to gossip. We use a simple, undirected $n$-vertex graph $\mathcal{A}$, called an allowable gossip graph, to specify which gossip pairs are allowable. In other words, a graph between agents $i$ and $j$ is allowable if and only if $(i,j)$ is an edge in $\mathcal{A}$. We use the symbol $\mathcal{E}$ to denote the edge set of $\mathcal{A}$. Agent $j$ is a neighbor of agent $i$ if $(i,j) \in \mathcal{E}$. Each agent is allowed to gossip with at most one of its neighbors at one time. Let $X_i(t)$ be the initial value of agent $i$’s gossip variable and let $x_{\text{ave}} = \frac{1}{n} \sum_{i=1}^{n} X_i(0)$ denote the average of the initial values of all $n$ gossip variables. The goal of gossiping is for the $n$ agents to reach a consensus in the sense that all $n$ gossip variables ultimately reach the same value at $x_{\text{ave}}$ in the limit as $t \to \infty$. For this to be possible, no matter what the initial values of the gossiping variables are, it is clearly necessary that $\mathcal{A}$ is a connected graph. We assume that this is so.

2.1. Gossip algorithms

At each time $t \in \{0, 1, 2, \ldots \}$, we assume that exactly one agent in the group is activated and that each agent has an equal probability $\frac{1}{n}$ of being activated. If agent $i$ is activated, then with probability $p_{ij}$, agent $i$ chooses agent $j$ to gossip, where $p_{ij} > 0$ if and only if $(i,j) \in \mathcal{E}$. Let $P$ be an $n \times n$ matrix whose $ij$th entry is $p_{ij}$. We call such $P$ a probability matrix which characterizes a probabilistic gossip algorithm. It is clear that $P$ is a “stochastic matrix” where, by a stochastic matrix, we mean a nonnegative square matrix whose row sums all equal one. Since $P$ is stochastic, it has an eigenvalue 1 and its spectral radius is 1 (Horn & Johnson, 1985). Following Boyd et al. (2006), we assume that $P$ has eigenvalue 1 with multiplicity 1 and all the remaining $n-1$ eigenvalues are strictly less than 1 in magnitude. Such a matrix can always be found if the underlying graph $\overline{\mathcal{A}}$ is connected and nonbipartite (Boyd et al., 2006). It is worth emphasizing that this assumption imposed on $P$ also implies that $\mathcal{A}$ is a connected graph.\footnote{Suppose $\mathcal{A}$ is a disconnected graph with $k$ components. Then it is easy to verify that $P$ has eigenvalue 1 with multiplicity $k$.} Let us agree to call a probabilistic gossip algorithm symmetric if $P$ is a symmetric matrix (i.e., $p_{ij} = p_{ji}$ for all $i,j \in \{1, 2, \ldots, n\}$). For most of this paper, a symmetry assumption will be made.

Consider a probabilistic gossip algorithm characterized by a probability matrix $P$. Suppose that the set of agents’ update rules consists of distributed linear iterations. Then the gossiping process can be modeled by a discrete time linear system in a state form. Toward this end, for each $(i,j) \in \mathcal{E}$, let $A_{ij}$ be the matrix characterizing the update rule when agents $i$ and $j$ are the only pair to gossip. Then

$$x(t+1) = A_{ij}(t)x(t)$$

where $x = [x_1 \ x_2 \ \cdots \ x_n]$ is the vector of gossip variables and $\sigma : \{0, 1, 2, \ldots \} \to \mathcal{E}$ is a switching signal whose value at time $t$ is the index of the edge representing the randomly chosen pair of agents gossiping at time $t$. For simplicity, we will adopt the notation $A_{ij}$ instead of $A_{\sigma(t)}$ in the sequel. Let $\tilde{A}$ denote the mean of the independent and identically distributed (i.i.d.) matrices $A_{\sigma(t)}$. Then we have

$$E[x(t)] = \tilde{A}^t x(0).$$

Thus $E[x(t)]$ converges if $\tilde{A}$ converges as $t \to \infty$. Following Boyd et al. (2006), we term this convergence in expectation. The conditions on $\tilde{A}$ for this to happen have been stated in Boyd et al. (2006). Let $\| \cdot \|$ denote the Euclidean norm on $\mathbb{R}^n$. Suppose that convergence in expectation occurs and that the limiting value of $x(t)$ is $x_\infty$. If in addition $E\|x(t) - x_\infty\|^2 \to 0$ as $t \to \infty$, we say that $x(t)$ converges in mean square. We are interested in having both types of convergence and indeed ensuring that $x_{\text{ave}}$ is actually $x_\infty$. $1$, where $1 \in \mathbb{R}^n$ is a column vector whose entries are all ones. Convergence in expectation ensures that the mean of the density of $x(t)$ converges, and convergence in mean square ensures that the variance of those densities tends to zero. The notion of carrying out a separate examination of these two types of convergence and then amalgamating them to obtain the desired overall convergence result is drawn from Boyd et al. (2006).

We first review the standard gossip algorithm studied in Boyd et al. (2006). At time $t \geq 0$, suppose that agent $i$ is activated (with probability $\frac{1}{n}$) and chooses its neighbor $j$ (with probability $p_{ij} > 0$) to gossip. Then both $i$ and $j$ update their values of gossip variables at time $t+1$ to the average of their values at time $t$. In other words

$$x_i(t+1) = \frac{1}{2} x_i(t) + \frac{1}{2} x_j(t)$$

The values of all the other agents remain the same:

$$x_k(t+1) = x_k(t), \quad k \neq i, j.$$ (6)

Then the update matrix $A_{ij}$ can be written as

$$A_{ij} = I - \frac{1}{2}(e_i - e_j)(e_i - e_j)'$$

where $e_i$ is the unit $n$-vector with the $i$th entry equal to 1 and $I$ is the $n \times n$ identity matrix. The mean of $A_{\sigma(t)}$ equals

$$\tilde{A} = E[A_{\sigma(t)}] = \sum_{i,j} \frac{1}{n} p_{ij} A_{ij}.$$ (5)

For all $i,j \in \{1, 2, \ldots, n\}$, each $A_{ij}$ is a “doubly stochastic matrix” where, by a doubly stochastic matrix, we mean a nonnegative square matrix whose column and row sums all equal one, and so is $\tilde{A}$. It has been shown in Boyd et al. (2006) that if all $n$ agents in the group adhere to the standard gossip algorithm (5) and (6), then all $n$ gossip variables converge to $x_\infty$ in expectation if and only if $\tilde{A}$ has eigenvalue 1 with multiplicity 1 and all the remaining $n-1$ eigenvalues are strictly less than one in magnitude. The authors of Boyd et al. (2006) also establish a necessary and sufficient condition for convergence in mean square which is that $E[A_{\sigma(t)} \otimes A_{\sigma(t)}]$ has all but one eigenvalue less than one in magnitude, where $\otimes$ stands for the Kronecker product. Moreover, a more computationally convenient sufficient condition for convergence in mean square is provided in Boyd et al. (2006) which is that $E[A_{\sigma(t)}' \otimes A_{\sigma(t)}]$ has all but one eigenvalue less than one. Since it can be verified that $E[A_{\sigma(t)}' \otimes A_{\sigma(t)}] = \tilde{A}$, the rate of convergence in mean square is determined by the second largest eigenvalue of $\tilde{A}$ which is nonnegative since $\tilde{A}$ is positive semidefinite.

In Cao et al. (2006), Cao et al. introduce a technique which uses memory in the form of shift-registers to accelerate the standard gossip algorithm. Each agent is provided with the same number of registers, the first of which stores the agent’s current value of gossip variable, and the remainder of which store earlier values corresponding to the agent. The algorithm changes how a pair of agents update their gossip variables once they decide to gossip. For each $\ell \in \{1, 2, \ldots, n\}$, let $x_{\ell}$ denote the value stored in agent $\ell$’s $r$th register.

In the case when each agent is provided with just two registers, the first of which stores the agent’s current value and the second of which stores the agent’s value before the latest update, the
algorithm can be described as follows. Suppose \( i \) and \( j \) are the only pair of agents to gossip at time \( t \). Then
\[
\begin{align*}
\dot{x}_i(t+1) &= \omega \left( \frac{1}{2} x_i(t) + \frac{1}{2} x_j(t) \right) + (1-\omega) x_0(t) \\
\dot{x}_j(t+1) &= x_i(t) \\
\dot{x}_j(t+1) &= \omega \left( \frac{1}{2} x_i(t) + \frac{1}{2} x_j(t) \right) + (1-\omega) x_0(t) \\
\dot{x}_i(t+1) &= x_j(t)
\end{align*}
\]
where \( 1 \leq \omega < 2 \) is an adjustable parameter independent of \( i \) and \( j \). The values of the registers of all the other agents remain the same:
\[
x_k(t+1) = x_k(t), \quad k \neq i, j, \quad r = 1, 2.
\]

In the case when each agent is provided with \( m > 2 \) registers, the accelerated gossip algorithm is generalized as follows. Suppose agents \( i \) and \( j \) are the only pair to gossip at time \( t \). Then
\[
\begin{align*}
\dot{x}_i(t+1) &= \omega_i \left( \frac{1}{2} x_i(t) + \frac{1}{2} x_j(t) \right) + \sum_{r=2}^{m} \omega_r x_{ir}(t) \\
\dot{x}_j(t+1) &= x_i(t), \quad r = 2, 3, \ldots, m \\
\dot{x}_j(t+1) &= \omega_i \left( \frac{1}{2} x_i(t) + \frac{1}{2} x_j(t) \right) + \sum_{r=2}^{m} \omega_r x_{jr}(t) \\
\dot{x}_i(t+1) &= x_j(t), \quad r = 2, 3, \ldots, m
\end{align*}
\]
where \( \omega_r, r \in \{1, 2, \ldots, m\} \), are adjustable parameters satisfying \( \sum_{r=2}^{m} \omega_r = 1 \). The values stored in the registers of all the other agents remain the same:
\[
x_k(t+1) = x_k(t), \quad k \neq i, j, \quad r = 1, 2, \ldots, m.
\]

The experiments in Cao et al. (2006) use random geometric graphs with four different configurations of shift-registers. The first three, denoted by D2, D4, and D8, consist of 2, 4, and 8 registers respectively for which only the first and last register are used to compute the new value of the first register (i.e., \( \omega_r = 0 \) for \( r \neq 1 \). For the fourth one, denoted by X4, all of the registers are used to compute the new value of the first register. The results of the experiments show that by employing more registers and choosing a clever combination of adjustable parameters, the algorithms can speed up convergence substantially.

### 3. Analysis

In this section, we provide a theoretical analysis of the accelerated gossip algorithms proposed in Cao et al. (2006). Throughout this section, we assume that \( P = P' \) except when otherwise noted. For the case when each agent is provided with two registers, we derive the fastest rate of convergence in expectation and the corresponding optimal parameter \( \omega \); a sufficient condition on \( \omega \) ensuring convergence in mean square is also provided. We begin with some quantities associated with the standard gossip algorithm.

In Boyd et al. (2006), Boyd et al. write the expectation matrix \( \bar{A} \) of the standard gossip algorithm as
\[
\bar{A} = I + \frac{1}{2n}D + \frac{1}{2n}(P + P')
\]
where \( D \) is a diagonal matrix with entries \( d_k = \sum_{j=k}^{n} (p_{kj} + p_{jk}) = 1 + \sum_{j=k}^{n} p_{kj} \). Note that the symmetry of \( \bar{A} \) does not depend on \( P \) being symmetric. However, for symmetric \( P \), it is easier to calculate certain quantities. For example, \( D = 2I \) and
\[
\bar{A} = \left( 1 + \frac{1}{n} \right) I + \frac{1}{n} P.
\]

Let \( \lambda_2(P) \) denote the second largest eigenvalue of \( P \) which is necessarily real since \( P \) is symmetric. Then the second largest eigenvalue of \( \bar{A} \) equals
\[
\lambda_2(\bar{A}) = 1 - \frac{1}{n} \left( 1 - \lambda_2(P) \right)
\]
which is also necessarily real.

Now we consider the changes that arise with the accelerated gossip algorithm in the two-register case. The probabilities stay the same, but the new update equations are listed in (7). Define the enlarged state vector as
\[
z = [x_{11}, x_{21}, \ldots, x_{n1}, x_{12}, x_{22}, \ldots, x_{n2}]'.
\]
The matrices corresponding to \( A_j \) and \( \bar{A} \) of dimension \( n \times n \) are then replaced by matrices of dimension \( 2n \times 2n \). Let \( B_j \) and \( \bar{B} \) denote the corresponding enlarged matrices. Then
\[
B_j = \sum_{k \neq i,j} \left[ \frac{1}{n} e_k e_i' + \frac{1}{2} (e_i + e_j)(1-\omega)(e_i e_j' + e_j e_i') \sum_{k \neq i,j} e_k e_k' \right]
\]
and
\[
\bar{B} = \sum_{i,j} \left[ 1 \right] \left[ \frac{1}{n} p_{ij} B_j = \left[ \begin{array}{c} I + \frac{\omega}{2n} (P + P') \cdot \frac{\omega - 2}{2n} \cdot \frac{1 - \omega}{n} \cdot \frac{1 - \omega}{n} \end{array} \right] \right].
\]
With \( P = P' \), there holds \( D = 2I \) and
\[
\bar{B} = \left[ \begin{array}{c} 1 + \frac{\omega - 2}{n} \cdot \frac{\omega - 2}{n} \cdot \frac{1 - \omega}{n} \cdot \frac{1 - \omega}{n} \end{array} \right].
\]

It is easy to see that for any \( \omega \), the row sums of \( B_j \) and \( \bar{B} \) all equal one. However, not all entries of \( B_j \) and \( \bar{B} \) are nonnegative when \( 1 < \omega < 2 \) because of the upper right block. Therefore \( B_j \) and \( \bar{B} \) are not stochastic matrices.

### 3.1. Convergence in expectation

In this subsection, we establish the existence of the desired convergence in expectation of the accelerated gossip algorithm in the two-register case. It is shown that the use of the second register provides a speed-up in convergence. We study the behavior of the second largest magnitude of any eigenvalue of \( \bar{B} \), denoted by \( \rho_2(\bar{B}) \), and identify the value of \( \omega \) maximizing the speed-up.

First observe that with \( \omega = 1 \), the rate of convergence in expectation remains the same as the standard gossip algorithm since only one register is actually used. We shall next consider how \( \rho_2(\bar{B}) \) varies as a function of \( \omega \) when \( 1 < \omega < 2 \). Before doing this, we show the existence of the desired convergence of the accelerated gossip algorithm. Toward this end, we need the following lemma.

**Lemma 1.** Suppose \( M \) is an \( n \times n \) real matrix. Let \( L \) be a \( 2n \times 2n \) matrix given by
\[
L = \begin{bmatrix} M & aI \\ bI & cI \end{bmatrix}
\]
where \( a, b, c \in \mathbb{R} \) and \( ab \neq 0 \). If there exist \( \lambda \in \mathbb{R} \) and \( \alpha, \beta \in \mathbb{R}^n \) such that \( \alpha, \beta \) are not both zero vectors and
\[
L \begin{bmatrix} \alpha \\ \beta \end{bmatrix} = \lambda \begin{bmatrix} \alpha \\ \beta \end{bmatrix}
\]
then \( \alpha \neq 0, \lambda \neq c, \) and \( M \alpha = \mu \alpha \) where
\[
\mu = \lambda - \frac{ab}{\lambda - c}.
\]
Conversely, if there exist $\mu \in \mathbb{R}$ and $\alpha \in \mathbb{R}^n$ such that $\alpha \neq 0$ and $\lambda = \mu \alpha$, then

$$L \begin{bmatrix} \alpha \\ \beta_i \end{bmatrix} = \lambda_i \begin{bmatrix} \alpha \\ \beta_i \end{bmatrix}, \quad i = 1, 2$$

where $\lambda_1, \lambda_2$ are the two solutions of (12) and $\beta_i = \frac{b}{\lambda_i - c} \alpha$.

The simple proof is omitted.

Lemma 1 implies that the 2n eigenvalues of the $2n \times 2n$ matrix

$$\mathbf{B} = \begin{bmatrix} A & aI \\ bI & cI \end{bmatrix}$$

where $a = \frac{1}{2}(1 - \omega), b = \frac{2}{n}, c = 1 - \frac{2}{n}$, and

$$A = \left( 1 + \frac{\omega - 2}{n} \right) I + \frac{\omega}{n} P$$

(13)

are determined by the n eigenvalues of the $n \times n$ matrix $A$ with (12) which is equivalent to a quadratic equation

$$\lambda^2 - (\mu + c)\lambda + \mu c - ab = 0.$$ (14)

In addition, the n eigenvalues of $A$ are determined by the n eigenvalues of $P$ because of (13). Thus the 2n eigenvalues of $\mathbf{B}$ are determined by the n eigenvalues of $P$. Let $\lambda_i(P)$ denote the ith largest eigenvalue of $P, i \in \{1, 2, \ldots, n\}$. Since $P$ is a symmetric stochastic matrix and we have assumed that $P$ has an eigenvalue 1 with multiplicity 1 and all the other $n - 1$ eigenvalues are strictly less than one in magnitude, we have

$$1 = \lambda_1(P) > \lambda_2(P) > \cdots > \lambda_n(P) > -1.$$ (15)

Let $\mu_i(A)$ denote the ith largest eigenvalue of $A, i \in \{1, 2, \ldots, n\}$. From (13), the n eigenvalues of $A$ can also be written as a non-increasing sequence with the values

$$\mu_i(A) = 1 + \frac{\omega - 2}{n} + \frac{\omega}{n} \lambda_i(P).$$ (16)

In particular, the largest eigenvalue of $A$ is $\mu_1(A) = 1 + \frac{2}{n}(\omega - 1)$. For each $\mu_i(A), (16)$, we can obtain two eigenvalues of $\mathbf{B}$ which are the two roots of (14), denoted by $\lambda_{1i}$ and $\lambda_{2i}$. We assume that $\lambda_{1i} \geq \lambda_{2i}$ if they are both real. Thus when $\mu_i(A)$ satisfies the condition that Eq. (14) has two real roots, the corresponding two real eigenvalues of $\mathbf{B}$ are

$$\lambda_{1i,2} = \frac{\mu_i(A) + c}{2} \pm \sqrt{\left( \frac{\mu_i(A) - c}{2} \right)^2 + ab}.$$ (17)

Replace $\mu_i(A)$ by $\lambda_i(P)$ using (15), we get

$$\lambda_{1i,2} = 1 + \frac{1}{n} \left( \frac{1}{2} \omega(1 + \lambda_i(P)) - 2 \right) \pm \frac{2}{n} \sqrt{\lambda_i(P)^2 - 16(\omega - 1)}. \quad (18)$$

First, we notice from (16) that $\partial \lambda_{1i}/\partial \mu_i(A) > 0$, which implies that the real eigenvalues $\lambda_{1i}$ (i belongs to a subset of $\{1, 2, \ldots, n\}$) form a non-increasing sequence. Second, from (17) we have $\lambda_{1i} \geq 0$ when $1 < \omega < 2$, which implies that all the real eigenvalues of $\mathbf{B}$ are nonnegative. Third, $\lambda_{11}$ and $\lambda_{22}$ are always real when $1 < \omega < 2$. In particular, $\lambda_{11}$ is the largest real eigenvalue of $\mathbf{B}$ and

$$\lambda_{12} = 1 - \frac{4}{n} \pm \frac{2\omega}{n},$$

(18)

which can be computed using (17) with $\lambda_i(P) = 1$. Furthermore, if $\lambda_{21}$ and $\lambda_{22}$ are real as well, the second largest real eigenvalue of $\mathbf{B}$ is the larger of $\lambda_{12}$ and $\lambda_{21}$.

On the other hand, if for some $\mu_i(A)$, the corresponding two eigenvalues of $\mathbf{B}$ (i.e., the two roots of (14)) are complex, the magnitudes of these two eigenvalues are the same:

$$|\lambda_{11,2}| = |\lambda_{11}| = |\lambda_{22}| = \sqrt{\mu c - ab}$$

$$= \sqrt{\left( 1 - \frac{4}{n} + \frac{\omega}{n}(1 + \lambda_i(P)) + \frac{2\omega}{n^2}(1 - \lambda_i(P)) \right)}.$$ (19)

Now we have the explicit expressions for the magnitudes of all eigenvalues of $\mathbf{B}$, including both real and complex eigenvalues.

**Lemma 2.** Suppose $P$ is an $n \times n$ symmetric probability matrix with an eigenvalue 1 and all the remaining $n - 1$ eigenvalues strictly less than 1 in magnitude. Let $\mathbf{B}$ be defined by (11). If $1 < \omega < 2$, then $\mathbf{B}$ has an eigenvalue 1 and all the remaining $2n - 1$ eigenvalues are strictly less than 1 in magnitude.

**Proof of Lemma 2.** We consider the complex eigenvalues and real eigenvalues of $\mathbf{B}$ separately. For any complex eigenvalue $\lambda_{11,2},$ using (19) it can be checked that $\partial |\lambda_{11,2}|/\partial \omega > 0$ and $\partial |\lambda_{11,2}|/\partial \lambda_i(P) \geq 0$. This implies that $|\lambda_{11,2}|$ increases as either $\omega$ or $\lambda_i(P)$ increases. Since $1 < \omega < 2$ and $-1 < \lambda_i(P) \leq 1$, an upper bound of $|\lambda_{11,2}|$ is given by (19) with $\omega = 2$ and $\lambda_i(P) = 1$. With these values, the right side of (19) evaluates as $\left( 1 - \frac{1}{2} \right)^2$. Thus $|\lambda_{11,2}| \leq \frac{1}{2}$. Next we turn to the real eigenvalues. Recall that following (17), we have established that all the real eigenvalues of $\mathbf{B}$ are nonnegative and $\lambda_{11} = 1$ is the largest. It can be verified that the second largest real eigenvalue is always smaller than 1 when $1 < \omega < 2$. Therefore $1$ is a simple eigenvalue of $\mathbf{B}$. $\Box$

We are now in a position to show the convergence in expectation of the accelerated gossip algorithm (7) and (8).

**Theorem 1.** Suppose that the enlarged vector of gossip variables $z(t)$ evolves according to

$$z(t + 1) = B_{\omega(t)} z(t), \quad t \geq 0$$

(20)

where $B_{\omega(t)}$ is determined by the accelerated gossip algorithm (7) and (8). Let $P$ be an $n \times n$ symmetric probability matrix with an eigenvalue 1 and all the remaining $n - 1$ eigenvalues strictly less than 1 in magnitude. If $1 < \omega < 2$, then all the entries of $z(t)$ converge in expectation to the average

$$z_{av} = \frac{1}{n} \sum_{i=1}^{n} x_i(0)$$

if each agent $i$'s two registers are initialized so that $x_i(0) = x_{i2}(0), i \in \{1, 2, \ldots, n\}$.

The proof of Theorem 1 depends on the following lemma.

**Lemma 3.** Given any matrix $M \in \mathbb{R}^{n \times n}$ and vectors $c, d \in \mathbb{R}^n$ such that $c' d \neq 0$. The equation

$$\lim_{t \to \infty} M^t = \frac{dc'}{c'd}$$

holds if and only if $c' M = c', M d = d$, and $\rho(M - dc'/(c'd)) < 1$ where $\rho(\cdot)$ denotes the spectral radius of a matrix.

This lemma is Theorem 2 in Xiao and Boyd (2004). Note that $\rho(M - dc'/(c'd))$ equals the second largest magnitude of any eigenvalue of $M$, and thus $\rho(M - dc'/(c'd)) < 1$ implies that 1 is a simple eigenvalue of $M$.

**Proof of Theorem 1.** Since the matrices $B_{\omega(t)}, t \in \{0, 1, 2, \ldots\}$, are independent and identically distributed, from (20) we have

$$E[z(t)] = \prod_{i=0}^{t} E[B_{\omega(i)}] z(0) = \mathbf{B}^t z(0)$$
number of real eigenvalues

\[ \begin{array}{cccc}
\text{number} & \omega & \omega + 2 & 4 & 2 \\
\text{of real eigenvalues} & \text{real} & \text{of real} & \text{complex} & \text{complex} \\
1 & \omega_{n1} & \omega_{n2} & \omega_1 & \omega_2 \\
2 & \omega_{n3} & \omega_2 & \omega_1 & \omega_2 \\
& \omega_{n4} & \omega_2 & \omega_1 & \omega_2 \\
\end{array} \]

Fig. 1. Distribution of the number of \( B \)'s real and complex eigenvalues.

where

\[ B = E \left[ \begin{array}{l}
\tilde{B} \\
\end{array} \right] = \sum_{ij} p_{ij} B_{ij}. \]

It can be verified that

\[ B_{ij} \left( \begin{array}{c}
1 \\
1 \\
\end{array} \right) = \left( \begin{array}{c}
1 \\
1 \\
\end{array} \right) \] \hspace{1cm} (21)

and (Lemma 1 in Cao et al. (2006))

\[ \left( \begin{array}{c}
1 \\
(1 - \omega)1 \\
\end{array} \right) \right] B_{ij} = \left( \begin{array}{c}
1 \\
1 \\
\end{array} \right) \left( \begin{array}{c}
1 \\
(1 - \omega)1 \\
\end{array} \right). \] \hspace{1cm} (22)

Because \( \tilde{B} \) is a convex combination of \( B_{ij} \)'s, Eqs. (21) and (22) also hold for \( B \). We have shown in Lemma 2 that one is a simple eigenvalue of \( B \) and all the other eigenvalues are strictly less than one in magnitude. Thus by Lemma 3,

\[ \lim_{t \to \infty} \tilde{B}^t (1 - \omega) = \frac{1}{(1 - \omega)n} \left[ \begin{array}{c}
1 \\
1 \\
\end{array} \right] \left( \begin{array}{c}
1 \\
1 \\
\end{array} \right). \]

If \( x_i(0) = x_{i2}(0) \), then

\[ \lim_{t \to \infty} E \left[ z(t) \right] = \lim_{t \to \infty} \tilde{B}^t z(0) = \frac{1}{n} \sum_{i=1}^{n} x_i(0). \]

This completes the proof. \( \square \)

In the sequel we will write the second largest magnitude of any eigenvalue of \( B \) as a function of \( \omega \), denoted by \( \rho_2(\omega) \), and then find the optimal value of \( \omega \in (1, 2) \), denoted by \( \omega^* \), which minimizes the function.

First we explore the distribution of the number of real and complex eigenvalues of \( B \). From (17) it is clear that whether \( \lambda_{12} \) and \( \lambda_{22} \) are real or not depends on the sign of a second order polynomial

\[ f(\omega) = (1 + \lambda_1(P))^2 \omega^2 - 16 \omega + 16. \]

Since \( f(1) \geq 0 \) and \( f(2) \leq 0, f(\omega) \) has a unique zero point between 1 and 2 which is

\[ \omega_1(P) = \frac{8 - 4 \sqrt{4 - (1 + \lambda_2(P))^2}}{(1 + \lambda_2(P))^2}. \]

Then for each \( \omega_1(P) \), \( 1 < \omega \leq \omega_1(P) \), \( \lambda_{11} \) and \( \lambda_{22} \) are real; if \( \omega(\lambda_1(P)) \leq \omega < 2, \lambda_{11} \) and \( \lambda_{22} \) are complex. In addition, \( d\omega(\lambda_1(P)) / d\lambda_1(P) > 0 \), which implies that \( \omega(\lambda_1(P)) \) is an increasing function of \( \lambda_1 \); in particular, \( \omega(1) = 2 \). If we denote \( \omega(\lambda_2(P)) \) as \( \omega_{n2} \), for all \( i \in [2, 3, \ldots, n] \), we have

\[ 1 < \omega_{n1} \leq \omega_{n2} \leq \cdots \leq \omega_{n1} \leq 2. \]

If \( 1 < \omega \leq \omega_{n2} \), \( B \) has 2n real eigenvalues; if \( \omega_{n2} < \omega \leq \omega_{n1} \), \( B \) has 2n - 2 real eigenvalues and 2 complex eigenvalues; \( \ldots; \) if \( \omega_{n1} < \omega < 2, B \) has 2n - 4 real eigenvalues and 2 - 4 complex eigenvalues; if \( \omega_{n1} < \omega < 2, B \) has 2 real eigenvalues and 2n - 2 complex eigenvalues. See Fig. 1 for the distribution of the number of \( B \)'s real and complex eigenvalues.

\textbf{Lemma 4.} Suppose that \( P \) is an \( n \times n \) symmetric probability matrix with an eigenvalue 1 and all the remaining \( n - 1 \) eigenvalues strictly less than 1 in magnitude. Let \( B \) be defined by (11) and

\[ \omega_1 = \frac{8 - 4 \sqrt{4 - (1 + \lambda_2(P))^2}}{(1 + \lambda_2(P))^2} \]

where \( \lambda_2(P) \) is the second largest eigenvalue of \( P \). Then when \( \omega_1 < \omega < \omega_{n1} \),

\[ \rho_2(\tilde{B}(\omega)) = \lambda_{21}(\omega) \]

and when \( \omega_{n2} \leq \omega < 2, \rho_2(\tilde{B}(\omega)) = \lambda_{12}(\omega) \).

Combining Lemmas 4 and 5, it is clear that \( \rho_2(\tilde{B}(\omega)) \) is continuous on the interval (1, 2) and corresponds to a real eigenvalue for the intervals (1, \( \omega_1 \)) and (\( \omega_{n2} \), 2). We provide an
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Fig. 2. The magnitude of some eigenvalues of \( \hat{B}(\omega) \).

overview of \( \rho_2(\hat{B}(\omega)) \) in Fig. 2 by plotting the curve of the magnitude of those specific eigenvalues of \( \hat{B}(\omega) \) which determine the value of \( \rho_2(\hat{B}(\omega)) \). The dashed curve denotes the largest magnitude of any complex eigenvalue; it is discontinuous at \( \omega_1, \omega_2, \ldots, \omega_{n-1} \) because \( \lambda_1(P), \lambda_2(P), \ldots, \lambda_n(P) \) is a discrete set. Note that when \( \omega = 2, \lambda_{12} = \lambda_{11} = 1 \) and thus convergence cannot be reached.

Theorem 2. Suppose that \( P \) is an \( n \times n \) symmetric probability matrix with an eigenvalue 1 and all the remaining \( n-1 \) eigenvalues strictly less than 1 in magnitude. Let \( B \) be defined by (11) and \( \lambda(P) \) be the second largest eigenvalue of \( P \). Then when \( 1 < \omega < 2 \), the minimum of \( \rho_2(\hat{B}(\omega)) \) is unique; the value of \( \omega \) at this minimum is

\[ \omega^* = \omega_1 = \frac{8 - 4\sqrt{4 - (1 + \lambda_2(P))^2}}{1 + \lambda_2(P)^2} \tag{25} \]

and the minimum of \( \rho_2(\hat{B}(\omega)) \) is

\[ \rho_2(\hat{B}(\omega_1)) = 1 + \frac{1}{n} \left( \frac{4 - 2\sqrt{4 - (1 + \lambda_2(P))^2}}{1 + \lambda_2(P)} - 2 \right) \tag{26} \]

Proof of Theorem 2. When \( 1 < \omega < \omega_1, \lambda_{21} \) is a real eigenvalue. Because of Lemma 4 and the fact that \( \lambda_{21}(\omega) \) is a decreasing function of \( \omega, \lambda_{21}(\omega) \) gives the minimum of \( \rho_2(\hat{B}(\omega)) \) when \( 1 < \omega < \omega_1 \). When \( \omega_1 < \omega < 2, \lambda_{12}(\omega) \) is a complex eigenvalue. Because

\[ |\lambda_{21}(\omega)| \text{ is an increasing function of } \omega \text{ and } \lambda_{12}(\omega) > |\lambda_{21}(\omega)| \text{ on } \omega_1 < \omega < 2, |\lambda_{21}(\omega)| \text{ gives the minimum of } \rho_2(\hat{B}(\omega)) \text{ when } \omega_1 < \omega < 2. \]

In addition, \( \rho_2(\hat{B}(\omega)) \) is continuous at \( \omega_1 \). Therefore \( \omega_1 \) is the unique point which minimizes \( \rho_2(\hat{B}(\omega)) \).

Note that \( \rho_2(\hat{A}) = \lambda_2(\hat{A}) \) since \( \hat{A} \) is symmetric and positive semidefinite. Recall that the rate of convergence in expectation of the standard gossip algorithm with symmetric \( P \) is

\[ \lambda_2(\hat{A}) = 1 - \frac{1}{n} (1 - \lambda_2(P)) \tag{27} \]

It can be verified that \( \rho_2(\hat{B}(\omega_1)) < \rho_2(\hat{A}) \) when \( -1 < \lambda_2(P) < 1 \). We are led to the following result:

Corollary 1. Suppose that \( P \) is an \( n \times n \) symmetric probability matrix with an eigenvalue 1 and all the remaining \( n-1 \) eigenvalues strictly less than 1 in magnitude. Then the accelerated gossip algorithm utilizing two shift-registers at each agent with \( \omega = \omega^* \) as defined in (25) has a faster rate of convergence in expectation than the standard gossip algorithm.

3.2. Convergence in mean square

In this subsection, we investigate the convergence in mean square of the accelerated algorithm (7) and (8). Let \( y(t) = z(t) - z_{\text{ave}} \mathbf{1} \) where \( z(t) = [x_{11}, x_{12}, \ldots, x_{n1}, x_{n2}, \ldots, x_{n2}] \) and \( z_{\text{ave}} = \frac{1}{n} \sum_{i=1}^{n} x_{1i}(0) \). Then

\[ y(t + 1) = z(t + 1) - z_{\text{ave}} \mathbf{1} = B_{\sigma(t)} z(t) - z_{\text{ave}} B_{\sigma(t)} \mathbf{1} = B_{\sigma(t)} y(t). \]

The second equation holds because of the fact that \( \mathbf{1} \) is an eigenvector of all \( B_{\sigma(t)} \) for eigenvalue one. Following the argument of Boyd et al. (2006), we obtain the bound

\[ E [ y(t)' y(t) ] \leq \lambda_2^2 (E[B B^T]) \| y(0) \|^2. \tag{28} \]

If \( y(t) \) were constrained to be orthogonal to the eigenvector of \( E[B B^T] \) for the largest eigenvalue, we would have

\[ E [ y(t)' y(t) ] \leq \lambda_2^2 (E[B B^T]) \| y(0) \|^2. \]

Therefore we would obtain a sufficient condition for the convergence in mean square; the corresponding convergence rate is \( \lambda_2(E[B B^T]) \). However, it is easy to verify that when \( \omega = 1 \) and \( P = P', \lambda_1(E[B B^T]) \) is greater than one; the same property holds for \( \omega \) near one by continuity. Also examples reveal that we cannot always have \( \lambda_2(E[B B^T]) \) strictly less one.

In the sequel we will present a modification of this approach to establish the convergence in mean square. Suppose that \( N \) is a nonsingular observer. Observe that if \( N^{-1} z(t) \) and \( N^{-1} y(t) \) converge, then so do \( z(t) \) and \( y(t) \), and conversely. Thus we can study \( N^{-1} z(t) \) and \( N^{-1} y(t) \) rather than \( z(t) \) and \( y(t) \). We retain \( B \) as shorthand for \( B_{\sigma(t)} \). The evolution of \( y(t) = N^{-1} y(t) \) becomes

\[ \tilde{y}(t + 1) = N^{-1} B N \tilde{y}(t). \]

Compared with the evolution of \( y(t), B \) is replaced by \( N^{-1} B N \), and importantly, \( B' \) is replaced by \( N' B (N')^{-1} N^{-1} B N \). Let \( C = N^{-1} B N \). The eigenvalue properties of \( C \) are the same as those of \( B \), but the eigenvalue properties of \( C C' \) are not the same as those of \( B' B \). In fact, we are interested in the eigenvalues of \( E[C C' C] \), and in particular its second largest eigenvalue. If we select \( N \) as a triangular block matrix

\[ N = \begin{bmatrix} 1 & y^T \\ 0 & \beta I \end{bmatrix} \]

where \( \alpha, \beta, \gamma \) are real-valued constants, then

\[ N^{-1} = \begin{bmatrix} 1 & \gamma \alpha^{-1} \\ \alpha & -\gamma \alpha^{-1} \beta \end{bmatrix} \]

and

\[ C = N^{-1} B N = \begin{bmatrix} C_{11} & C_{12} \\ C_{21} & C_{22} \end{bmatrix} \]

where

\[ C_{11} = \sum_{k=0}^{j} e_k e_k' + \frac{\alpha}{\beta} (e_1 + e_j)(e_1 + e_j)' \]

\[ C_{12} = \frac{\gamma}{\beta} \frac{\alpha}{2} (e_1 + e_j)(e_1 + e_j)' \]

\[ + \left( \frac{2}{\alpha} (1 - \omega) - \gamma^2 \right) (e_1 + e_j)' e_j \]

\[ C_{21} = \frac{\alpha}{\beta} (e_1 e_1' + e_j e_j') \]

\[ C_{22} = \sum_{k=0}^{j} e_k e_k' + \frac{\gamma}{\beta} (e_1 e_1' + e_j e_j'). \]

Let \( r = \frac{\beta}{\alpha} \) and \( s = \frac{\gamma}{\beta} \). More can be said:

3 In Boyd et al. (2006), another criterion for convergence in mean square is derived for the standard gossip algorithm based on the expected value of the Kronecker product. However, rewriting \( E[BB] \) in an elegant form has so far eluded us.
Lemma 6. Let $r$ and $s$ be any two non-zero real numbers such that
\[ r^2(1-s)(1+s-\omega) = 1. \tag{29} \]
Then $N'v$ is an eigenvector of $E[C'C]$ for eigenvalue 1 where $v$ is a column vector such that
\[ v' = \left[ \frac{1}{2-\omega} 1' \right]. \]

Proof of Lemma 6. With symmetric $P$, it can be shown that
\[ E[C'C] = \begin{bmatrix} E_{11} & E_{12} \\ E_{21} & E_{22} \end{bmatrix} \]
where
\begin{align*}
E_{11} &= \left( 1 - \frac{2}{n} + \frac{2}{n} \left( s^2 + \frac{1}{r^2} \right) \right) I + \frac{2}{n} \left( \frac{\omega^2}{r^2 - 2s(1-\omega)} \right) (P + 1) \\
E_{12} &= \frac{2}{n} \left( r^2s^2 - rs(1-\omega) + \frac{r}{2} \right) \Psi \\
E_{21} &= \frac{2}{n} \left( r^2s^2 - rs(1-\omega) + \frac{r}{2} \right) \Phi \\
E_{22} &= \left( 1 - \frac{2}{n} - \frac{n}{(r-1)s} \right) I - \frac{n}{(r-1)s} \left( \frac{\omega^2}{r^2 - 2s(1-\omega)} \right) (P + 1) + \frac{n}{(r-1)s} \left( \frac{\omega^2}{r^2 - 2s(1-\omega)} \right) (P + 1).
\end{align*}

Thus
\[ E[C'C]N'v = \begin{bmatrix} E_{11} & E_{12} \\ E_{21} & E_{22} \end{bmatrix} \begin{bmatrix} a1 \\ b1 \end{bmatrix} = \begin{bmatrix} a \phi \Psi \Phi_1 \\ b \psi_1 \end{bmatrix} \tag{30} \]
where
\begin{align*}
\Phi &= 1 - \frac{2}{n} + \frac{2}{n} \left( s^2 + \frac{1}{r^2} \right) + \frac{4}{n} \left( \frac{\omega^2}{r^2 - 2s(1-\omega)} \right) \\
\Psi &= 1 - \frac{2}{n} + \frac{2}{n} \left( r^2s^2 - rs(1-\omega) + \frac{r}{2} \right) I + \frac{4}{n} \left( \frac{\omega^2}{r^2 - 2s(1-\omega)} \right) \Psi \Psi_1 \\
\Phi_1 &= 1 - \frac{2}{n} + \frac{2}{n} \left( s^2 + \frac{1}{r^2} \right) + \frac{4}{n} \left( \frac{\omega^2}{r^2 - 2s(1-\omega)} \right) \\
\Psi_1 &= 1 - \frac{2}{n} + \frac{2}{n} \left( r^2s^2 - rs(1-\omega) + \frac{r}{2} \right) I + \frac{4}{n} \left( \frac{\omega^2}{r^2 - 2s(1-\omega)} \right) \Psi \Psi_1.
\end{align*}

It can be verified that $\Phi = \Psi$ if and only if $r^2(1-s)(1+s-\omega) = 1$. Moreover, $\Phi = \Psi = 1$ when (29) holds. Then from (30), we have $E[C'C]N'v = N'v$, which implies that $N'v$ is an eigenvector of $E[C'C]$.

Note that given any pair of non-zero real numbers $r$ and $s$, there always exist $\alpha$, $\beta$, $\gamma \in \mathbb{R}$ such that $r = \frac{\beta}{\alpha}$ and $s = \frac{\gamma}{\alpha}$. In addition, from (29) it is clear that
\[ \omega - 1 < s < 1. \tag{31} \]

Recall that $y(t) = z(t) - z_{av} 1$. With the initial conditions $x_i(0) = \delta_i(0), i \in \{1, 2, \ldots, n\}$, Eq. (22) ensures that $\psi y(t) = 0$ for all $t \geq 0$. Consequently, $\dot{y}(t) = N'v$ for all $t \geq 0$. Thus similar to (28), provided that 1 is the largest eigenvalue of $E[C'C]$, we have
\[ E \left[ \dot{y}(t) \right| y(t) \leq \lambda_1^2(E[C'C]) \left\| y(0) \right\|^2. \]

The fact that 1 is the largest eigenvalue of $E[C'C]$ will be established with the aid of the following lemma.

Lemma 7. Suppose $M$ is an $n \times n$ real matrix. Let $I$ be a $2n \times 2n$ matrix given by
\[ L = \begin{bmatrix} a_1I + a_2(M + I) & a_3I + a_4(M + I) \\ a_1I + a_2(M + I) & a_3I + a_6(M + I) \end{bmatrix} \]
where $a_i \in \mathbb{R}, i \in \{1, 2, \ldots, 6\}$, and $I$ is the $n \times n$ identity matrix. If $\mu$ is an eigenvalue of $M$, then there are two corresponding eigenvalues of $L$, which are the two roots of (32):
\[ \lambda = \frac{1}{2} \left( (a_1 + a_5) + (a_2 + a_6)(1 + \mu) \pm \sqrt{\Delta} \right) \tag{33} \]
where
\[ \Delta = (4a_5^2 + (a_1 - a_5)^2) + (8a_3a_4 + 2(a_1 - a_5)(a_2 - a_6)) \\
\times (1 + \mu) + (4a_2^2 + (a_2 - a_6)^2) (1 + \mu)^2 \]
\[ = 4(a_1 + a_5)(1 + \mu)^2 + ((a_1 - a_5) + (a_2 - a_6)(1 + \mu))^2. \]

For the matrix $E[C'C]$, we have
\begin{align*}
\phi_1 &= 1 - \frac{2}{n} + \frac{2}{n} \left( s^2 + \frac{1}{r^2} \right) + \frac{4}{n} \left( \frac{\omega^2}{r^2 - 2s(1-\omega)} \right) \\
\phi &= 1 - \frac{2}{n} + \frac{2}{n} \left( r^2s^2 - rs(1-\omega) + \frac{r}{2} \right) I + \frac{4}{n} \left( \frac{\omega^2}{r^2 - 2s(1-\omega)} \right) \phi_1 \\
\psi_1 &= 1 - \frac{2}{n} + \frac{2}{n} \left( s^2 + \frac{1}{r^2} \right) + \frac{4}{n} \left( \frac{\omega^2}{r^2 - 2s(1-\omega)} \right) \\
\psi &= 1 - \frac{2}{n} + \frac{2}{n} \left( r^2s^2 - rs(1-\omega) + \frac{r}{2} \right) I + \frac{4}{n} \left( \frac{\omega^2}{r^2 - 2s(1-\omega)} \right) \psi_1.
\end{align*}

It is clear that $\lambda \geq 0$ since $E[C'C]$ is symmetric and positive semidefinite. When we choose the plus sign and $\mu = 1$ in (33), it can be verified that $\lambda = 1$. In addition, it can be shown from (33) that a sufficient condition under which $\lambda = 1$ is the unique largest eigenvalue of $E[C'C]$ consists of the following two inequalities:
\begin{align*}
\begin{cases}
\frac{a_2 + a_6}{2} & \geq 0 \\
8a_3a_4 + 2(a_1 - a_5)(a_2 - a_6) & \leq 8a_5^2 + 2(a_2 - a_6)^2.
\end{cases} \tag{35}
\end{align*}

The computation shows that $a_2 + a_6 \geq 0$ if and only if
\[ \omega \leq 4 - 2\sqrt{2} \tag{36} \]
and
\[ \omega - 8\omega^2 - 8\omega + 8 \leq 4s \leq \omega + \sqrt{\omega^2 - 8\omega + 8}. \tag{37} \]
Suppose that the enlarged vector of gossip variables evolves according to $z(t) = B \omega(t) z(t)$, $t \geq 0$ where $B(\omega(t))$ is determined by the accelerated gossip algorithm (7) and (8). Let $P$ be an $n \times n$ symmetric probability matrix with an eigenvalue $1$ and all the remaining $n - 1$ eigenvalues strictly less than $1$ in magnitude. If $1 < \omega \leq 4 - 2\sqrt{2}$, then $z(t)$ converges in mean square.

From (33), it is clear that an upper bound of the rate of convergence in mean square is

$$
\lambda_2[C'C] = \frac{1}{2} \left[ (a_1 + a_3) + (a_2 + a_6) (1 + \lambda_2(P)) + \sqrt{\Delta} \right]
$$

where

$$
\Delta = 4 (a_3 + a_6 (1 + \lambda_2(P)))^2 + ((a_1 - a_5) + (a_2 - a_6) (1 + \lambda_2(P)))^2.
$$

Here the $a_i$, $i \in \{1, 2, \ldots, 6\}$, are given by (34) with $s = \frac{\omega}{4}$ and $r = ((1 - s) (1 + s - \omega))^{-\frac{1}{2}}$. Recall that the fastest rate of convergence in expectation is

$$
\rho_2(B(\omega^*)) = 1 + \frac{1}{n} \left( \frac{4 - 2\sqrt{2} - (1 + \lambda_2(P))^2}{1 + \lambda_2(P)} - 2 \right).
$$

It is of interest to compare the two convergence rates. Toward this end, set $\omega = 4 - 2\sqrt{2}$. Then both $\lambda_2[C'C]$ and $\rho_2(B(\omega_1))$ depend only on $n$ and $\lambda_2(P)$. We plot them in Figs. 3 and 4 respectively as a function of $\lambda_2(P)$ and $n$ with $1 < \lambda_2(P) < 1$ and $100 \leq n \leq 200$. It is shown from the figures that the rate of convergence in mean square is slower than the rate of convergence in expectation.

### 3.3. Multi-register cases

In order to possibly achieve faster convergence, we analyze more general multi-register cases of the accelerated gossip algorithms in Cao et al. (2006) from the standpoint of convergence in expectation. We take $X_4$ of Cao et al. (2006) as an example in which all of the 4 registers are used to compute the new value of the first register. Suppose agents $i$ and $j$ are the pair to gossip at time $t \geq 0$. Then the accelerated gossip algorithm is given as follows:

$$
\begin{align*}
X_1(t + 1) &= \omega_1 \left( \frac{1}{2} X_1(t) + \frac{1}{2} X_3(t) \right) + \sum_{r=2}^{4} \omega_r X_r(t) \\
X_r(t + 1) &= \omega_1 \left( \frac{1}{2} X_1(t) + \frac{1}{2} X_3(t) \right) + \sum_{r=2}^{4} \omega_r X_r(t), \quad r = 2, 3, 4
\end{align*}
$$

where $\omega_1, r \in \{1, 2, 3, 4\}$, are adjustable parameters satisfying $\sum_{r=1}^{4} \omega_r = 1$. We define the state vector as a 4-dimensional column vector ordering the entries in the same way as we did in the two-register case. The matrices corresponding to $A_i$ and $A$ are now replaced by $B_i$ and $\bar{B}$ of dimension $4n \times 4n$. Using a similar analysis as presented earlier, we obtain

$$
\bar{B} = \begin{bmatrix}
A_1 & \frac{2\omega_2}{n} & \frac{2\omega_3}{n} & \frac{2\omega_4}{n} \\
bl & cl & 0 & 0 \\
0 & bl & cl & 0 \\
0 & 0 & bl & cl
\end{bmatrix}
$$

where $b = \frac{3}{n}$, $c = 1 - \frac{3}{n}$, and

$$
A_1 = \left( 1 + \frac{\omega_1 - 2}{n} \right) I + \frac{\omega_1}{n} P
$$

$A_1$ is symmetric because $P$ is. Then the $4n$ eigenvalues of $\bar{B}$ are determined by the $n$ eigenvalues of $A_1$ through the equation

$$
\mu = \lambda - \frac{2\omega_2}{n} \frac{b}{\lambda - c} - \frac{2\omega_3}{n} \frac{b^2}{(\lambda - c)^2} - \frac{2\omega_4}{n} \frac{b^3}{(\lambda - c)^3}
$$

where $\lambda$ denotes an eigenvalue of $\bar{B}$ and $\mu$ denotes an eigenvalue of $A_1$. Also, the eigenvalues of $A_1$ are determined by the eigenvalues of $P$ through the relation

$$
\mu_i(A_1) = 1 + \frac{\omega_1 - 2}{n} + \frac{\omega_1}{n} \lambda_i(P), \quad i \in \{1, 2, \ldots, n\}. \quad (39)
$$

It is easy to extend the preceding results to more general cases. That is, for the $m$-register accelerated algorithm (9) and (10) with $P = P'$, the $mn$ eigenvalues of the $mn \times mn$ matrix $\bar{B}$ are determined by the $n$ eigenvalues of $n \times n$ matrix $A_1$ through the equation

$$
\mu = \lambda - \sum_{r=2}^{m} \frac{2\omega_r}{n} \left( \frac{b}{\lambda - c} \right)^{r-1} \quad (40)
$$
while the eigenvalues of $A_1$ are determined by the eigenvalues of $P$ through the relation $[39]$. In particular, $\lambda_1(P) = 1$ and $\mu_1(A_1) = 1 + \frac{2}{n}(\omega_1 - 1)$. Although it becomes much harder to get an explicit expression for $\lambda$ from (40) when $m > 2$, we can establish a necessary condition on the combination of the $\omega_r$ for the convergence in expectation.

Set $\lambda = 1 + \epsilon$. Then the right hand side of (40) can be written as a function of $\epsilon$:

$$ h(\epsilon) = 1 + \epsilon - \sum_{r=2}^{m} \frac{2^r \omega_r}{n(2 + ne)^{r-1}}. $$

Note that $h(0) = \mu_1(A_1)$ which is the largest eigenvalue of $A_1$ and that

$$ h'(\epsilon) = 1 + \sum_{r=2}^{m} \frac{2^r \omega_r (r - 1)}{(2 + ne)^r}. $$

When $\epsilon = 0$, $\lambda = 1$ is an eigenvalue of $\hat{B}$. Thus in order to ensure the convergence in expectation, $\lambda = 1 + \epsilon$ cannot be an eigenvalue of $\hat{B}$ when $\epsilon > 0$, which implies that $h'(0) > 0$. Therefore, we get a necessary condition for the $\omega_r$:

$$ 1 + \sum_{r=2}^{m} \omega_r (r - 1) > 0. \quad (41) $$

If only the first and last registers are used to compute the new value of the first register, the $\omega_r = 0$, $r \in \{2, 3, \ldots , m - 1\}$, and $\omega_m = 1 - \omega_1$. Then the necessary condition (41) becomes

$$ \omega_1 < 1 + \frac{1}{m-1}. \quad (42) $$

It is easy to verify that the simulation results of X4 in Cao et al. (2006) satisfy (41) and that of D2, D4, and D8 all satisfy (42). See TABLE II in Cao et al. (2006). In addition, the condition (42) implies that when only the first and last registers are used, the allowable range of $\omega_1$ becomes smaller and smaller as the number of registers $m$ increases. For example, $1 < \omega_1 < 1.032$ when $m = 32$. Also note that from (42), $\omega_1 \leq 2$ when $m = 2$. But it has been shown in Section 3.1 that when $\omega_1 = 2$, the convergence in expectation cannot be reached. Thus (42) is not a sufficient condition.

4. Experimental validation

In this section we will validate the theoretical results derived in the preceding section by exploring some classes of graphs and comparing them with the experimental results in Cao et al. (2006). Toward this end, we assume that each agent, if activated, gossips with its neighbors with equal probability. This assumption is also made in the experiments in Cao et al. (2006). Then for any symmetric gossip algorithm, an allowable gossip graph $G$ uniquely determines a probability matrix $P$. Moreover, such $P$ matrices have the following property: For each integer $d \in \{2, 3, \ldots , n - 1\}$, $A = dP$ is the adjacency matrix of a $d$-degree regular graph whose eigenvalues are

$$ d = \mu_1(A) > \mu_2(A) \geq \mu_3(A) \geq \cdots \geq \mu_n(A) > -d. $$

It is clear that $\lambda_i(P) = \frac{\mu_i(A)}{\mu_1(A)}$, $i \in \{1, 2, \ldots , n\}$. From (25), $\omega^* = \lambda_2(P)$, the second largest eigenvalue of $P$. We are now interested in how $\omega^*$ varies with different $\lambda_2(P)$.

We first consider two special classes of regular graphs: complete graphs $K_n$ (with $d = n - 1$) and cycle graphs $C_n$ (with $d = 2$). For any complete graph $K_n$, $n \geq 2$, the spectrum of its adjacency matrix consists of $n - 1$ with multiplicity 1 and $-1$ with multiplicity $n - 1$ (Cvetkovic, Doob, & Sachs, 1979). So in this case $\lambda_2(P) = 2$. In particular, when $n \geq 10000$, $\lambda_2(P) \approx 0$ and thus $\omega^* \approx 1.0718$. For any cycle graph $C_n$, $n \geq 3$, the spectrum of its adjacency matrix consists of the numbers $2 \cos(2\pi i/n)$, $i \in \{1, 2, \ldots , n\}$ (Cvetkovic et al., 1979). So in this case $\lambda_2(P) = \cos \frac{2\pi}{n}$. In particular, when $n \geq 10000$, $\lambda_2(P) \approx 1$ and thus $\omega^* \approx 2$. Next we consider another class of regular graphs $C_2^r$, the second power of cycle graphs $C_n$.

The adjacency matrix of $C_2^r$ is a circulant matrix and its eigenvalues are given by $\mu_i = w_i + w_i^{-1} + w_i^{-2} + \cdots + w_i^{r-1}$, $j \in \{0, 1, \ldots , n - 1\}$, where $w_i$ are the $n$ roots of the unity which satisfy $w_i^n = 1$ (Biggs, 1974).

In Alon (1986), Alon has shown that for any fixed $d$ and any infinite family of $d$-regular graphs $G_i$, $i \in \{1, 2, \ldots , \}$, lim inf $\mu_2(A_i) > 2\sqrt{d - 1}$, where $A_i$ is the adjacency matrix of $G_i$. He also conjectured that almost all $d$-regular graphs with $n$ vertices satisfy $\mu_2(A_i) < 2\sqrt{d - 1} + o(n)$ as $n$ tends to infinity. The conjecture has subsequently been proved by Friedman (2003). Thus we take $2\sqrt{d - 1}$ as an estimate of $\mu_2(A)$. Then

$$ \lambda_2(P) \approx \frac{2\sqrt{d - 1}}{d}. \quad (43) $$

A different class of regular graphs, namely two-dimensional grid graphs (with $d = 4$), can be seen as a crude approximation to the topology of a sensor network in the case when sensors are uniformly distributed and sensors have the same sensing radius (Penrose, 2003). If we ignore the boundary effect and substitute $d = 4$ into (43), we have $\lambda_2(P) \approx 0.866$ and thus $\omega^* \approx 1.47$, which agrees with the experimental result that $\omega^*$ should lie between 1.4 and 1.5. See TABLE II in Cao et al. (2006).

While Cao et al. (2006) contains comprehensive experimental results, the analysis developed in this paper has not yet reached the point where a full set of comparisons can be made. This is because the tools developed in this paper are tailored for symmetric $P$ while most of the graphs considered in Cao et al. (2006) are random geometric graphs (Penrose, 2003) which rarely have a symmetric $P$. This explains why the analytical values of $\omega^*$ in the cases of $K_n$ and $C_n$ are quite different from the experimental results in Cao et al. (2006).

From the preceding, we have derived the values or approximations of $\lambda_2(P)$ where $P$ is the probability matrix which characterizes a gossip algorithm for some classes of regular graphs in the case when each agent, if activated, gossips with its neighbors with equal probability. Let $r_e$ denote the convergence rate of the standard gossip algorithm, $r_a$ denote the optimal rate of convergence in expectation of the two-register accelerated gossip algorithm, and $r_m$ denote an upper bound of the rate of convergence in mean square of the two-register accelerated gossip algorithm with $\omega = 4 - 2\sqrt{2}$. Recall that $r_e$ given in (27), $r_a$ given in (26), and $r_m$ given in (38) all depend on $\lambda_2(P)$ and the number of agents $n$. Then it is possible to calculate or estimate these convergence rates for some specific allowable gossip graphs. The computation results are summarized in Table 1. From the table, it is clear that $r_m < r_a < r_e$. But it is worth emphasizing that $r_m$ is just an upper bound of the convergence in mean square. The optimization of $r_m$, as what we have already done for $r_e$, has so far eluded us and is a subject for future research.

5. Conclusions and future work

In this paper, we study the accelerated gossip algorithms proposed in Cao et al. (2006) under a symmetry assumption. For the two-register case, we investigate the spectrum of the enlarged expectation matrix and derive the fastest rate of convergence in expectation which depends on the probability matrix $P$. We also establish a sufficient condition for the convergence in mean square. The theoretical results are verified by looking into some special classes of regular graphs and comparing with existing empirical
data. Through a similar approach based on matrix analysis, a necessary condition for the multi-register cases is also provided.

Currently we are looking at the more challenging case where the probability matrix \( P \) is asymmetric. The technical difficulty is that the expectation of the system update matrix can no longer be written as a clean block matrix as we have done for the symmetric case, and thus it is hard to use the spectrum analysis technique that we have heavily relied on in this paper. Tools from the convergence analysis of infinite sequences of nonnegative matrices may prove to be useful for our research in the future.
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