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We consider generalized linear dynamic factor models. These models have been developed recently and they are used for high dimensional time series in order to overcome the "curse of dimensionality". We present a structure theory with emphasis on the zeroless case, which is generic in the setting considered. Accordingly the latent variables are modeled as a possibly singular autoregressive process and (generalized) Yule–Walker equations are used for parameter estimation. The Yule–Walker equations do not necessarily have a unique solution in the singular case, and the resulting complexities are examined with a view to find a stable and coprime system.
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1. Introduction

Generalized linear dynamic factor models (GDFMs) have been introduced in [9, 12], and, in a slightly different form, in [23, 24]. The idea is to generalize and combine linear dynamic factor models with strictly idiosyncratic noise as analyzed in [21] and [22] and generalized linear static factor models, introduced in [5] and [6]. Factor models in a time series setting may be used to compress information contained in the data in both the cross-sectional dimension, \( N \) say, and in the time dimension \( T \). In this way it is possible to overcome the "curse of dimensionality" plaguing traditional multivariate time series modeling, where, e.g. in the (unrestricted) autoregressive case, the dimension of the parameter space is proportional to \( N^2 \), whereas the number of data points for a fixed \( T \) is linear in \( N \). The price to be paid for overcoming this curse of dimensionality is to require a certain kind of similarity or co-movement between the single time series. GDFMs are used, both for forecasting and for analysis of high dimensional time series (see e.g. [8, 13, 25]). In forecasting, the forecasts of the latent variables are used to forecast the observed variables. The basic idea of GDFMs is that the \( N \)-dimensional observation at time \( t \), \( \mathbf{y}_t \) say, can be represented as

\[
\mathbf{y}_t^N = \mathbf{f}_t^N + \mathbf{u}_t^N
\]

where \((\mathbf{u}_t^N)\) is the process of latent variables, which are strongly dependent on the cross-sectional dimension,
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1 "Idiosyncratic" means specific for a particular univariate time series, as opposed to "co-moving". We use the term "strictly idiosyncratic" noise if the noise components are mutually uncorrelated in cross-section, i.e. if the noise spectrum is diagonal.
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and where \((u_t^N)\) is the wide sense idiosyncratic noise, i.e. \((u_t^N)\) is weakly dependent in the cross-sectional dimension. The precise meaning of the words weak and strong dependence will be given below.

Throughout, we assume
\[
E[y_t^N] = E[u_t^N] = 0 \quad \forall t
\]  
(2)

\[
E[y_t^N u_s^N] = 0 \quad \forall s, t
\]  
(3)

and that \((y_t^N)\) and \((u_t^N)\) are wide sense stationary with absolutely summable covariances. Thus, using an obvious notation for the spectral densities corresponding to (1), we obtain
\[
f_y^N(\lambda) = f_p^N(\lambda) + f_u^N(\lambda).
\]  
(4)

The latent variables are obtained from dynamic factors see (8) below.

Throughout, \(z\) is used for a complex variable as well as for the \emph{backward} shift on \(Z\). This is opposite to the most common convention in control, but consistent with much econometrics literature.

The following assumptions constitute the class of GDFMs considered here:

Assumption 1: There is an \(N_0\) such that for all \(N \geq N_0\), \(f_y^N\) is a rational spectral density with constant rank \(q < N\) on \([-\pi, \pi]\).

Since we are considering high dimensional time series, for asymptotic analysis, not only sample size \(T\), but also the cross-sectional dimension \(N\) is tending to infinity; thus we consider a doubly indexed stochastic process \((y_{it} | i \in \mathbb{N}, t \in Z)\), where \(i\) is the cross-sectional index and \(t\) denotes time. Therefore we consider a sequence of GDFMs (1), indexed by the cross-sectional dimensions \(N\). We assume:

Assumption 2: The double-indexed sequence \((y_{it} | i \in \mathbb{N}, t \in Z)\) corresponds to a nested sequence of models, in the sense that \(y_{it}\) and \(u_{it}\) do not depend on \(N\) for \(i \leq N\).

Assumption 3: The rank \(q\) of \(f_y^N\) is independent of \(N\) \((N \geq some N_0)\).

Assumption 4: The dimension, \(n\), of a minimal state space realization of a stable and mini-phase spectral factor of \(f_y^N\) is independent of \(N\) \((N \geq some N_0)\).

Next, we define weak and strong dependence as in [12]. We use e.g. \(\omega_{nr}^N\) to denote the \(r\)-th largest eigenvalue of \(f_y^N\).

Assumption 5: (weak dependence) \(\omega_{nr}^N\) is uniformly bounded in \(\lambda\) and \(N\).

Assumption 6: (Strong dependence) The first \(q\) \((i.e. the q largest)\) eigenvalues of \(f_y^N\) diverge to infinity for all frequencies, as \(N \rightarrow \infty\).

A simple example for strong dependence is a spectral density \(f_y^N\) where every entry is equal to one. Clearly, such a matrix has rank 1 and its largest eigenvalue is equal to \(N\).

Contrary to the strictly idiosyncratic case where \(f_y^N\) is assumed to be diagonal, generalized factor models are not genrericly identifiable for any fixed \(N\), no matter how large. Nevertheless, as has been shown in [12], the elements of \(y_{it}^N\) (and thus of \(u_{it}^N\)) are uniquely determined from \((y_{it}^N)\) for \(N \rightarrow \infty\). Moreover, consider the \(N\)-indexed sequence of dynamic principal component decompositions
\[
f_y^N(\lambda) = \Omega_y^N(e^{-i\lambda})\Omega_y^N(\lambda)\Omega_y^N(e^{i\lambda})^* + \Omega_y^N(e^{-i\lambda})\Omega_y^N(\lambda)\Omega_y^N(e^{i\lambda})^*
\]  
(5)

where \(\Omega_y^N\) is the \(q \times q\) diagonal matrix consisting of the \(q\) largest eigenvalues of \(f_y^N\) ordered as a descending sequence on its diagonal and \(\Omega_y^N\) is the matrix whose columns are the corresponding eigenvectors; the second part on the right hand side of the above equation is defined analogously for the smallest eigenvalues. Here, e.g. \(\Omega_y^N(z)^\dagger\) denotes \(\Omega_y^N(z^{-1})\). As has been shown in [12], such a sequence of PCA models, for \(N \rightarrow \infty\) converges to the corresponding GDFMs in the sense that the scalar components of the latent PCA variables \(\tilde{y}_{PCA,i}^N = \Omega_y^N(z)\tilde{y}_i^N\) converge to the respective scalar components of \(\tilde{y}_i^N\). From now on, unless the contrary is stated explicitly, for the sake of simplicity of notation, we will omit the superscript \(N\). In general terms, this paper is concerned with identification of GDFMs, where the latent variables have a singular rational spectral density, or to be more precise, with the identification of a stable linear (state space or ARMA) system generating the latent variables, from the observations \(y_1, \ldots, y_T\). We neither impose additional structure on the noise, nor are we interested in estimating the noise parameters.

The emphasis of this paper is on structure theory and based on this structure theory an estimation algorithm is proposed. It heavily draws from previous work (2–4). In the structure theory considered here an idealized setting is considered, as we commence from the population second moments of the latent variables, rather than from the sample second moments of the observations in order to obtain the parameters of the system generating the latent variables.

As in [2], our emphasis is on the zeroless case, which in our setting is generic. We extend, the results given in the previous paper. The contributions in this paper include the characterization of the latent variable model as a singular autoregression (where the driving white noise has a singular variance matrix), and the analysis of (generalized) Yule–Walker equations to
obtain a singular autoregression. In the singular case, the Yule-Walker equations do not necessarily have a unique solution, and we must pay more attention to the nontrivial task of selecting a solution with properties such as stability and minimality.

The paper is organized as follows: In section 2, we review spectral factorization and realization of tall rational transfer functions. The relation between the dimensions of (minimal) states, of minimal static factors and of minimal dynamic factors is also reviewed. Section 3 is concerned with zeroless transfer functions and their realization by (possibly singular) autoregressive systems. Section 4 is concerned with stable solutions of (generalized) Yule-Walker equations. As the static factors can be obtained by a linear static transformation from the latent variables and the static factors have smaller dimension, we concentrate on realizing the static factors by autoregressive systems.

2. Realization of Rational Tall Transfer Functions

In this and the next section, we commence from the population spectral density \( f_\lambda \) of the latent variables \( (\tilde{y}_t) \) rather than from data. This is justified as such an analysis gives valuable insights and as the effect of the wide sense idiosyncratic noise can be removed for letting \( N \) and \( T \) going to infinity at suitable rates. The latter has been shown in [9, 10, 23] and also follows from the discussion in Section 4.

2.1. Spectral Factorization and Wold Decomposition

We have the following result [14, 20].

**Theorem 1:** Every \( N \times N \) rational spectral density \( f_\lambda \) of constant rank \( q \) for all \( \lambda \in [-\pi, \pi] \) can be factorized as

\[
f_\lambda = \frac{1}{2\pi} w(e^{-i\lambda})w(e^{-i\lambda})^\dagger
\]

where \( w(z) \), \( z \in \mathbb{C} \) is a \( N \times q \) real rational matrix of full column rank which has no poles and no zeros for \( |z| \leq 1 \).

In addition, it is easy to show that \( w(z) \) is unique up to postmultiplication by constant orthogonal matrices. The spectral factors

\[
w(z) = \sum_{j=0}^\infty w_j z^j, \quad w_j \in \mathbb{R}^{N \times q}
\]

are orthogonal and correspond to a causal linear finite dimensional system

\[
\hat{Y}_t = \sum_{j=0}^\infty w_j \epsilon_{t-j}
\]

where the inputs \( (\epsilon_t) \) are white noise with \( \mathbb{E}[\epsilon_t \epsilon_t^\dagger] = 2\pi I_q \). This input process \( (\epsilon_t) \) is a minimal dynamic factor. We will be concerned with the case where \( w \) is tall, i.e., \( N > q \) holds.

The Smith-McMillan form of \( w(z) \) is given by

\[
w = udv
\]

where \( u \) and \( v \) are unimodular (i.e., polynomial with constant nonzero determinant) and \( d \) is an \( N \times q \) rational matrix whose top \( q \times q \) block is diagonal with diagonal elements \( d_i \) where \( d_i \) and \( n_i \) are coprime, monic polynomials and \( d_{i+1} \) divides \( d_i \), and \( n_i \) divides \( n_{i+1} \). All other elements of \( d \) are zero. The matrix \( d \) is unique for given \( w \) and the (finite) zeros of \( w \) are the finite zeros of the \( n_i \) and the poles of \( w \) are the zeros of the \( d_i \). Note that \( w(z) \) has no poles and no zeros for \( |z| \leq 1 \).

For \( N > q \), \( w \) has no unique left inverse, not even a unique causal left inverse. We define a particular left inverse by

\[
w^{-1} = v^{-1}(d'd)^{-1}d'w^{-1}
\]

As is easily seen, \( w^{-1} \) has no poles and no zeros for \( |z| \leq 1 \). As is also easily seen, for given \( w \), the input \( \epsilon_t \) in (8) is uniquely determined from \( \hat{y}_t, \hat{y}_{t-1}, \ldots \), independently of the particular choice of the causal inverse by

\[
\epsilon_t = \sum_{j=0}^\infty w_j \hat{y}_{t-j}
\]

Thus (8) corresponds to a Wold decomposition (see, e.g., [15]).

2.2. ARMA Representation

Every rational causal transfer function can be realized by an ARMA system (or left matrix fraction description), by a right matrix fraction description (MFD), or by a state space system. Let us start with ARMA systems:

\[
a(z)\hat{y}_t = b(z)\epsilon_t.
\]

We assume that \( (a,b) \) are left coprime (see e.g. [15]); then the set of all observationally equivalent left coprime ARMA systems is obtained as \( (ua, ub) \) where \( u \) is an arbitrary unimodular matrix. Note that for such a coprime ARMA system the zeros of \( w(z) \) correspond to the zeros of \( b(z) \) and the poles of \( w(z) \) are the zeros of
det \( a(z) \). Thus the conditions stated in Theorem 1 on the poles and zeros of the transfer function \( w = a^{-1}b \) are, for left coprime \( a, b \), equivalent to
\[
det a(z) \neq 0, \quad |z| \leq 1
\]
and
\[
b(z) \text{ has full rank } q, \quad |z| \leq 1
\]
A right MFD
\[
w = dc^{-1}
\]
where \( d \) and \( c \) are polynomial matrices of appropriate dimension, corresponds to the cascade of an (non-singular) AR system followed by a finite impulse response system, and has been used in [12]. We do not further explore such representations in this paper.

### 2.3. State Space Realization

We can also consider state space realizations of \( w \) of the form
\[
x_{t+1} = Fx_t + Ge_{t+1}
\]
\[
\hat{y}_t = Hx_t
\]
where \( x_t \) is the \( n \)-dimensional state and \( F \in \mathbb{R}^{n \times n} \), \( G \in \mathbb{R}^{n \times q} \), and \( H \in \mathbb{R}^{q \times n} \). Note that the state space form (16)-(17) is different from the form considered in [15]; we have chosen this form because of its convenience for our purposes. We assume that the system is minimal, stable, i.e.
\[
|\lambda_{\max}(F)| < 1
\]
(18)

(\( \lambda_{\max}(F) \) denotes an eigenvalue of maximum modulus) and mini-phase, i.e. the right side of (20) below has no zeros for \( |z| \leq 1 \). The transfer function for (16) and (17) is given by
\[
w(z) = H(I - Fz)^{-1}G = HG + \sum_{j=1}^{\infty} HF^jGz^j.
\]

As \( w(z) \) (which has rank \( q \) almost everywhere) has no poles or zeros in \( |z| \leq 1 \), \( w(0) = HG \) has rank \( q \) also. As \( G \) has \( q \) columns this means \( rkG = q \). If \( (F, G, H) \) is minimal the poles of \( w(z) \) are the reciprocals of the eigenvalues of \( F \). Also, the transfer function \( w \) has a zero for some finite \( z_0 \) if and only if the matrix
\[
M(z) = \begin{pmatrix} I - Fz & -G \\ H & 0 \end{pmatrix}
\]
has rank less than \( n + q \) at \( z_0 \). Starting with the power series expansion (7), the form (16) and (17) can be obtained by the "Akaike-Kalman procedure" [1] from the equation
\[
\begin{pmatrix} \hat{y}_t \\ \hat{y}_{t+1} \\ \hat{y}_{t+2} \\ \vdots \end{pmatrix} = \begin{pmatrix} w_0 & w_1 & \cdots \\ w_1 & w_2 & \cdots \\ w_2 & w_3 & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix} \begin{pmatrix} \epsilon_t \\ \epsilon_{t+1} \\ \vdots \end{pmatrix}
\]
(21)
where \( \hat{y}_{t+1} \) denotes the (best linear least squares) predictor of \( \hat{y}_{t+1} \) given the infinite past \( \hat{y}_0, \hat{y}_{t-1}, \ldots \). The matrix \( \hat{K} \) is called the (block) Hankel matrix of the transfer function. As is well known, every basis for the (finite dimensional) space spanned by the (one-dimensional) components of \( \hat{y}_t \) in the Hilbert space of all square integrable random variables, defines a minimal state. Let \( S \in \mathbb{R}^{n \times \infty} \) denote the matrix selecting the first components from \( \hat{y}_t \) making up a basis. Note that although \( S \) is an infinite matrix, it has only a finite number \( n \) in fact of nonzero entries, where \( n \) is the basis dimension. Then the equations
\[
x_t = S\hat{Y}_t
\]
(22)
\[
S \begin{pmatrix} w_1 & w_2 & \cdots \\ w_2 & w_3 & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix} = FS\hat{H}
\]
(23)
\[
G = S(w_0, w_1', \ldots)^t
\]
(24)
\[
(w_0, w_1, \ldots \ldots) = HS\hat{H}
\]
(25)
(compare [17]) define a (minimal) state space system (16) and (17) in echelon form. From now on, we mainly consider echelon forms; every other minimal state is obtained by premultiplying the echelon state by a constant nonsingular matrix.

### 2.4. Static Factors

A static factor of the latent variables \( \hat{y}_t \) is a process \( z_t \) of dimension less than or equal to \( n \), with the property that for some constant matrix \( L \), there holds \( \hat{y}_t = Lz_t \) for all \( t \). A minimal static factor is one for which \( z_t \) has least dimension. It is obvious that \( x_t \) itself is a static factor, but our interest is in studying minimal static factors.
We note the standard result:

**Lemma 1**: Let \( \hat{y}_t \) be a stationary vector process. Then the dimension of a minimal static factor is the rank, call it \( r \), of the zero-lag variance matrix \( E[\hat{y}_t \hat{y}_t'] \).

**Proof**: Suppose \( z_t \) is a static factor, with \( \hat{y}_t = Lz_t \). Then \( E[\hat{y}_t \hat{y}_t'] = LE[z_t z_t']L' \), and it follows that there can be no static factor of dimension less than the rank of \( E[\hat{y}_t \hat{y}_t'] \). To show that there is indeed a static factor with this dimension, let \( M \) be any matrix with at least number of columns such that \( E[\hat{y}_t \hat{y}_t'] = MM' \). Notice that \( M \) is unique up to right multiplication by an orthogonal matrix. Make the definition

\[
z_t = (M'M)^{-1}M'\hat{y}_t
\]

which means that \( z_t \) has dimension equal to the rank of \( E[\hat{y}_t \hat{y}_t'] \) and has variance \( I \). It is trivial to verify, by considering \( E[(\hat{y}_t - Mz_t)(\hat{y}_t - Mz_t)'] \), also that

\[
\hat{y}_t = Mz_t
\]

Thus \( z_t \) is indeed a minimal static factor.

Observe that a minimal static factor is not required to have a unit variance matrix. For any nonsingular \( R \), \( Rz_t \) with \( z_t \) as just defined, is a minimal static factor (and indeed all minimal static factors are obtained this way).

Knowing \( H \) and \( x_t \), we can also construct a minimal static factor. Let \( T \) be any nonsingular matrix such that \( HT = [H_1 \ 0] \) where \( H_1 \) has full column rank. Because \( x_t \) has a nonsingular covariance, the fact that \( rk E[\hat{y}_t \hat{y}_t'] = r \) means that \( rk H = r \) and \( H_1 \) has \( r \) columns. A particular minimal static factor is then defined by

\[
z_t = [I_r \ 0]T^{-1}x_t
\]

for it is trivial to verify that \( \hat{y}_t = H_1z_t \), and \( \hat{z}_t \) has dimension \( r \). Evidently, \( n \geq r \geq q \) and \( x_t \) is a minimal static factor if and only if \( rk H = n \). A particular minimal static factor can be obtained from the echelon form (22) by selecting the first \( r \) linearly independent components of \( \hat{y}_t \)

\[
z_t = S_1 \hat{Y}_t
\]

\[
S = \begin{pmatrix} S_1 \\ S_2 \end{pmatrix}, S_1 \in \mathbb{R}^{r \times m}, S_2 \in \mathbb{R}^{(r-r) \times m}
\]

Note that \( m = r \) holds if and only if \( \hat{y}_t, \hat{y}_{t+1}, \hat{y}_{t+2}, \ldots \) do not contain further linearly independent components and \( x_t \) is a minimal static factor if and only if all

Kronecker indices of \( H \) (see [15], chapter 2) are equal to zero or one.

Any minimal static factor is obtainable by a simple static linear transformation of the latent variables \( \hat{y}_t \) and vice versa. This means that, using the minimal static factor \( z_t \) above as an example,

\[
z_t = (M'M)^{-1}M'w(z)\varepsilon_t = k(z)\varepsilon_t
\]

\[
y_t = Mk(z)\varepsilon_t = w(z)\varepsilon_t
\]

for some \( k(z) \) transfer function corresponding to the choice of the static factor. As with \( w(z), k(z) \) has no poles and zeros in \( |z| \leq 1 \). It is also easy to show that a minimal state space realization for \( z_t \) is obtainable from a minimal \( \{F, G, H\} \) as \( \{F, G, C\} \) and conversely, by

\[
C = (M'M)^{-1}M'H
\]

\[
H = MC
\]

Because \( z_t \) has the same dynamics as \( \hat{y}_t \), and is of smaller dimension independent of \( N \), modeling of \( (z_t) \) is more convenient. As \( (z_t) \) is an ARMA process, ARMA identification procedures, such as the autoregression-regression approach [18, 19] may be applied in this case, as has been done in [27]. Here, however, we will be able to deal with an autoregressive approach, which is simpler and can be applied in a generic situation.

3. **Zeroless Transfer Functions and Autoregressive Systems**

Of particular interest for us are zeroless transfer functions, because, as reviewed below, tall rational transfer functions are generically zeroless. As we will show, in this case the latent variables may be represented by an AR system. However, these AR systems differ from the usual ones, as they may be singular in the sense that their driving white noise may have a singular variance matrix. In this case, the static factors may also be represented by an autoregression, and again the variance matrix of the driving white noise may be singular. Such an AR model will be obtained by solving the Yule–Walker equations. These equations commence from a finite number of second moments of the static factors (and thus of the latent variables), they are linear in the unknown parameters and they give the correct spectral factors. However, as opposed to the usual case, for singular AR systems, the solutions of the Yule–Walker equations may not be unique, a fact which generates additional complexity.
Definition 1: An \( N \times q \) transfer function \( w(z) \) is called zeroless if the numerator polynomials of the diagonal matrix in its Smith–McMillan form (9) are all equal to one.

For \( N = q \), the zeroless case is nongeneric; in the tall case however, the zeroless case is generic. We have [2]:

Theorem 2: Consider an \( N \times q \) rational transfer function \( w(z) \) with a minimal state space realization \((F,G,H)\) with state dimension \( n \). If \( N > q \) holds, then for given \( n \), the transfer function \( w(z) \) is zeroless for generic values of \((F,G,H)\).

This can be seen from the fact that the zeros of \( w \) are the intersection of the sets of zeros of the determinants of all \( q \times q \) submatrices of \( w \). A detailed proof is given in [2].

As is easily seen from (31), \( k(z) \) is zeroless if and only if \( w(z) \) is zeroless. In the zeroless case, the numerator polynomials of the diagonal matrix in the Smith-McMillan form (9) are all equal to one and thus \( k^{-1} \) corresponding to (10) is polynomial. Then the input \( c_t \) is determined from a finite number of outputs \( z_t, z_{t-1}, \ldots, z_{t-L} \), for some \( L \).

Note that \( \text{rk} \ H = n \) implies that \( w \) and thus \( k \) are zeroless. This is easily seen from (20) as always \( \text{rk} \ G = q \) holds. However, for zeroless transfer functions \( w, q < \text{rk} \ H < n \) may hold; in other words, assuming that \( w(z) \) is zeroless is more general than assuming \( \text{rk} \ H = n \).

Theorem 3: Let \((\hat{y}_t)\) satisfy Assumptions 1–4 and let \( z_t \) be an associated minimal static factor, of dimension \( r \); then the following statements for \((z_t)\) are equivalent:

(i) The spectral factors \( k \) of the spectral density \( f \) of \((z_t)\) satisfying the properties listed in Theorem 1 are zeroless.
(ii) There exists a polynomial left inverse \( k^{-1} \) corresponding to (10) and thus the input \( c_t \) in (31) is determined from a finite number of outputs \( z_t, z_{t-1}, \ldots, z_{t-L} \), for some \( L \).
(iii) \((z_t)\) is a stationary solution of a stable AR system

\[
z_t = e_1 z_{t-1} + \cdots + e_p z_{t-p} + \nu_t; \quad e_t \in \mathbb{R}^r
\]

where

\[
\text{det}(I - e_1 z - \cdots - e_p z^p) \neq 0, \quad |z| \leq 1
\]

\( e_t \) and \( \nu_t \) is a zero mean white noise process with \( \text{rk} \Sigma_u = q, \Sigma_u = E[\nu_t\nu_t'] \).

Proof: (i) \( \Rightarrow \) (ii) has been shown above. In order to show (i) \( \Rightarrow \) (iii), we commence from an ARMA representation for \( z_t \)

\[
\tilde{e}(z)z_t = f(z) e_t
\]

where \( \tilde{e}, f \) are relatively left prime and \( \tilde{e} \) is stable. As \( k(z) = \tilde{e}^{-1}(z)f(z) \) is zeroless, the same holds for \( f(z) \).

As is well known every zeroless tall polynomial matrix \( f \) can be completed by a suitable choice of a polynomial matrix \( g \) to a unimodular matrix \( u = (f,g) \) by extending the Smith–McMillan form of \( f = udv \) to

\[
(f,g) = \begin{pmatrix}
\tilde{d} & 0 \\
0 & I
\end{pmatrix}
\]

Then

\[
\tilde{e}(z)z_t = u(z)\begin{pmatrix}
e_t \\
0
\end{pmatrix}
\]

and

\[
u_t^{-1}(z)\tilde{e}(z)z_t = \begin{pmatrix}
e_t \\
0
\end{pmatrix}
\]

(37)

gives an autoregressive representation, and premultiplying (37) by \( \tilde{e}^{-1}(0)u(0) \) gives the desired form (35). The stability of \( e(z) \) follows from the stability of \( \tilde{e}(z) \).

That (ii) implies (i) is straightforward and that (iii) implies (ii) can be seen as follows: Let \( P \) satisfy

\[
\Sigma_u = PP', P \in \mathbb{R}^{r \times q}, \text{rk} \quad P = q
\]

(38)

Then premultiplying (35) by \((P'P)^{-1}P'\) yields a \( k^{-1} \) of the desired form.

As is well known, in the regular case, i.e. when \( \Sigma_u \) is nonsingular, the matrices

\[
\Gamma_m = \begin{pmatrix}
\gamma_0 & \cdots & \gamma_{m-1} \\
\vdots & \ddots & \vdots \\
\gamma_{m-1} & \cdots & \gamma_0
\end{pmatrix}
\]

(39)

where \( \gamma_i = E[z_{t+i}z_t'] \), are nonsingular for all \( m \in \mathbb{N} \) and \( e(z) \) is uniquely determined from the (population) second moments of \((z_t)\) [14]. For singular AR systems, as we may have, the situation is more subtle. Consider the following Yule–Walker equations (see [14] pages 326–327):

\[
(e_1, \ldots, e_p)\Gamma_p = (\gamma_1, \ldots, \gamma_p)
\]

(40)

\[
\Sigma_u = \gamma_0 - (e_1, \ldots, e_p)(\gamma_1, \ldots, \gamma_p)'
\]

(41)

Formula (40) may be used to determine \((e_1, \ldots, e_p)\). Note that in the case \( q < r \), as opposed to the regular
case } r = q \text{, the matrix } \Gamma_{p+1} \text{ will be singular and the matrix } \Gamma_q \text{ may be singular, i.e. the components of the vectors } (z'_{t-1}, \ldots, z'_{t-p})' \text{ and } (z'_{t-1}, \ldots, z'_{t-p})' \text{ will, or may be, respectively, linearly dependent and thus the solution for } (e_1, \ldots, e_p) \text{ may not be unique. However, by the projection theorem, every solution determines the same predictor } z_{it-1} \text{ and } \nu_i.

The possible nonuniqueness of the solutions of the (generalized) Yule–Walker equations can be seen from a description of the class of observationally equivalent systems. The idea is to relate the singular AR case to the ARMA case (see [15]). We obtain the following result (in which we denote by } \delta(e(z)) \text{ the degree of the polynomial } e(z)\text{):}

**Theorem 4:** (i) Every singular AR system with } \text{rk } \Sigma_p = q \text{ can be written as}

\[ e(z)z_i = f(z, f) \in \mathbb{R}^{r \times q} \tag{42} \]

where } (e_i) \text{ is white noise with } \mathbb{E}[e_i e_i'] = I_p, \quad e(0) = I \text{ and where } e(z) \text{ and } f \text{ are relatively left prime.

(ii) Let } (e(z), f) \text{ be relatively left prime; then the class of all observationally equivalent } (\bar{e}(z), \bar{f}) \text{ satisfying the degree restrictions } \delta(\bar{e}(z)) \leq p, \quad e(0) = I \text{ and } \delta(\bar{f}) = 0 \text{ is given by}

\[ (\bar{e}(z), \bar{f}) = u(z) (e(z), f) \tag{43} \]

where the polynomial matrix } u(z) \text{ satisfies

\[ \det u(z) \neq 0, \quad |z| \leq 1 \tag{44} \]

\[ u(0) = I \tag{45} \]

\[ \delta(u(z) e(z)) \leq p \tag{46} \]

\[ \delta(u(z) f) = 0 \tag{47} \]

In addition, } (\bar{e}(z), \bar{f}) \text{ is relatively left prime if and only if } u(z) \text{ is unimodular.

(iii) Let } (e(z), f) \text{ be relatively left prime; then } e(z) \text{ with } e(0) = I \text{ is unique if and only if } \text{rk } (e_p, f) = r \text{ holds.}

**Proof:** For (i) it only remains to show that } (e(z), f) \text{ can be chosen as relatively left prime. Assume that } (e(z), f) \text{ are not relatively left prime, then we can always find a relatively left prime observationally equivalent system } (\bar{e}(z), \bar{f}(z)) \text{, where the degree of } \bar{f}(z) \text{ is not necessarily zero. By Theorem 3, } f(z) \text{ must be zeroless and thus can be extended to a unimodular matrix. Pre-multiplying } (\bar{e}(z), \bar{f}(z)) \text{ by the inverse of this unimodular matrix yields the desired result. (ii) and (iii) are straightforward.}

4. The Yule–Walker Equations

As the set of the solutions of (40) is a nontrivial affine space in the case of } \Gamma_p \text{ being singular, we want to study the properties of certain solutions. In particular, we want to ensure that we can pick a solution which will provide a stable system. Should such a solution not be coprime, then we need to be able to determine from it a coprime stable solution. We distinguish between population results and sample results.

4.1. Population Results

In this section, we examine the extent to which the solution of the (generalized) Yule–Walker equation (40) automatically gives a stable matrix polynomial.

For future reference, let us define the block companion matrix of the polynomial } e(z) = I - e_1 z - \ldots - e_p z^p \text{ of (35)}

\[ E = \begin{pmatrix} e_1 & e_2 & \cdots & e_{p-1} & e_p \\ 0 & I & \cdots & 0 & 0 \\ \vdots & \vdots & \ddots & \vdots & \vdots \\ 0 & 0 & \cdots & 0 & I \\ 0 & 0 & \cdots & 0 & 0 \end{pmatrix} \tag{48} \]

and

\[ Q = \text{diag}(\Sigma_p, 0, \ldots, 0) \]

Note that the zeros of } e(z) \text{ (i.e. the roots of } \det(e(z))) \text{ correspond to the inverted eigenvalues of } E \text{ so that by the zero condition of (35), } E \text{ has all eigenvalues inside the unit circle. Note further that (as can be checked by straightforward calculations using (39) through (41)) the following discrete-time Lyapunov equation holds

\[ \Gamma_p - E \Gamma_p E' = Q \tag{49} \]

Observe that for any solution of the (generalized) Yule–Walker equation (40) } (e_1 \bar{e}_1 \ldots \bar{e}_p), \text{ if we define } \tilde{E} \text{ as } E \text{ with } e_i \text{ replaced by } \bar{e}_i, \text{ then (49) holds with } E \text{ replacing } \tilde{E}.

Before stating the main result, we prove two lemmas.

**Lemma 2:** Let } A \text{ be a square real matrix. Let } \lambda(A) \text{ be an arbitrary eigenvalue of } A. \text{ Then there holds}

\[ |\lambda(A)| \leq \max_{||x||=1} |x' Ax| \]

**Proof:** Let } y \text{ be a unit length eigenvector corresponding to } \lambda(A). \text{ There holds } Ay = \lambda(A)y \text{ and therefore

\[ |\lambda(A)| \leq \max_{||x||=1} |x' Ax| \]
\[ |\lambda(A)| = |y^* \lambda(A) y| = |y^* A y| \leq \max_{\|x\|=1} |x^* A x| \]

**Lemma 3:** Let \( A \) be a matrix defined by
\[
A = (0_{a \times b} \ I_a) \ T \begin{pmatrix} 0 & 0 \\ I_c & 0 \end{pmatrix} \ T^t \begin{pmatrix} 0_{b \times a} \\ I_a \end{pmatrix}
\]
with \( T \) an orthogonal matrix. Then all eigenvalues of \( A \) have magnitude less than 1.

**Proof:** Observe first that if \( x \) is a unit norm vector of dimension \( a \), then (with obvious definition of \( U \))
\[
y = T^t \begin{pmatrix} 0_{b \times a} \\ I_a \end{pmatrix} x = Ux
\]
also has unit norm, as easily can be seen. Evidently,
\[
\max_{\|x\|=1} |x^* A x| = \max_{\|y\|=1, \ y = U x} |y^* \begin{pmatrix} 0 & 0 \\ I_c & 0 \end{pmatrix} y| \leq \max_{\|y\|=1} |y^* \begin{pmatrix} 0 & 0 \\ I_c & 0 \end{pmatrix} y|
\]
Now observe that for any unit norm \( y \),
\[
|y^* \begin{pmatrix} 0 & 0 \\ I_c & 0 \end{pmatrix} y| = |y_1^* y_2^* \ldots y_{a+b}^*|
\]
By the Cauchy-Schwarz inequality, we see that the right side of this equation is bounded by the product of \( \|y\| \), which is 1, and \( \|y_1^* y_2^* \ldots y_{a+b}^* 0 \ldots 0\| \); the second of these two norms is less than 1 unless \( y_{c+1} = y_{c+2} = \ldots y_{a+b} = 0 \). But if it happens that \( y_{c+1} = y_{c+2} = \ldots y_{a+b} = 0 \) then the Cauchy-Schwarz inequality can only hold with equality in case all \( y_i \) are zero, which is a contradiction. Hence we know that the Cauchy-Schwarz inequality is strict.

Consequently, we have
\[
\max_{\|x\|=1} |x^* A x| \leq \max_{\|y\|=1} |y^* \begin{pmatrix} 0 & 0 \\ I_c & 0 \end{pmatrix} y| < 1
\]
and the result follows by Lemma 2. ■

**Theorem 5:** Let \( \{\hat{z}_i\} \) satisfy Assumptions 1-4, let \( \{\tilde{z}_i\} \) be a minimal static factor satisfying condition (iii) of Theorem 3. Let \( \Gamma_m \) be as in (39) and let \( \tilde{e}_i, i = 1, \ldots, p \) denote the solution of the Yule-Walker equation (40) defined by
\[
(\tilde{e}_1, \tilde{e}_2, \ldots, \tilde{e}_p) = (\gamma_1, \gamma_2, \ldots, \gamma_p) \Gamma_p^{\#}
\]
where the superscript \( \# \) denotes the matrix pseudo inverse. Then the system defined by the \( \tilde{e}_i \) is stable, and there are \( s \) eigenvalues of \( \tilde{E} \), the block companion matrix associated with the \( \tilde{e}_i \), which are identical with eigenvalues of \( E \) defined in (48).

**Proof:** Let \( O_p \) denote an orthogonal matrix such that
\[
O_p \Gamma_p O_p^t = \begin{pmatrix} \Lambda_1 & 0 \\ 0 & 0 \end{pmatrix}
\]
with \( \Lambda_1 \) diagonal and nonsingular. For the purposes of the proof, most of our calculations will be carried out in a changed coordinate basis defined by \( O_p \). Accordingly, define
\[
(\tilde{f}_1, \tilde{f}_2, \ldots, \tilde{f}_p) = (\tilde{e}_1, \tilde{e}_2, \ldots, \tilde{e}_p) O_p
\]
\[
(f_1, f_2, \ldots, f_p) = (e_1, e_2, \ldots, e_p) O_p^t
\]
Since
\[
(\tilde{f}_1, \tilde{f}_2, \ldots, \tilde{f}_p) O_p \Gamma_p O_p^t = (\tilde{e}_1, \tilde{e}_2, \ldots, \tilde{e}_p) \Gamma_p O_p^t
\]
\[
= (\gamma_1, \gamma_2, \gamma_p) O_p^t
\]
\[
= (e_1, e_2, \ldots, e_p) \Gamma_p O_p^t
\]
\[
= (f_1, f_2, \ldots, f_p) \Gamma_p O_p^t
\]
or equivalently
\[
(\tilde{f}_1, \tilde{f}_2, \ldots, \tilde{f}_p) \begin{pmatrix} \Lambda_1 & 0 \\ 0 & 0 \end{pmatrix} = (f_1, f_2, \ldots, f_p) \begin{pmatrix} \Lambda_1 & 0 \\ 0 & 0 \end{pmatrix}
\]
we see that the first \( s \) columns of the block row matrix \((\tilde{f}_1, \tilde{f}_2, \ldots, \tilde{f}_p)\) are identical with those of \((f_1, f_2, \ldots, f_p)\). Also, we can argue that the last \( p-s \) columns are 0:
\[
(f_1, f_2, \ldots, f_p) = (\gamma_1, \gamma_2, \ldots, \gamma_p) O_p^{\#} O_p^t
\]
\[
= (\gamma_1, \gamma_2, \ldots, \gamma_p) \begin{pmatrix} \Lambda_1^{-1} & 0 \\ 0 & 0 \end{pmatrix}
\]
Now consider the block companion matrices \( \tilde{E}, E \) defined by the \( (\tilde{e}_i), (e_i) \), together with their transforms
\[
\tilde{F} = O_p \tilde{E} O_p^t
\]
\[
F = O_p E O_p^t
\]
Partition these two matrices in the same manner as the right side of \( O_p \Gamma_p O_p^t \), so that \( \tilde{F}_{11}, F_{11} \) are \( s \times s \):
\[
\tilde{F} = \begin{pmatrix} \tilde{F}_{11} & \tilde{F}_{12} \\ \tilde{F}_{21} & \tilde{F}_{22} \end{pmatrix}
\]
\[
F = \begin{pmatrix} F_{11} & F_{12} \\ F_{21} & F_{22} \end{pmatrix}
\]
We have
\[
(f_1, f_2, \ldots, f_p)
\]
and
\[
(\tilde{f}_1, \tilde{f}_2, \ldots, \tilde{f}_p)
\]
are the same. Since the \( s \)th column of \( (\tilde{f}_1, \tilde{f}_2, \ldots, \tilde{f}_p) \) is identical with the \( s \)th column of \( (f_1, f_2, \ldots, f_p) \), we have that \( \tilde{F}_{11}, F_{11} \) are nonsingular. Consequently, we claim that
\[
\tilde{F}_{11} = F_{11}
\]
and
\[
\tilde{F}_{21} = F_{21}
\]
Now consider the left side of \( O_p \Gamma_p O_p^t \), we have the first \( s \)}
Now the matrix \( F \) satisfies the following transformed version of (49):

\[
\begin{pmatrix}
\Lambda_1 & 0 \\
0 & 0
\end{pmatrix} - F \begin{pmatrix}
\Lambda_1 & 0 \\
0 & 0
\end{pmatrix} F' = O_p Q O_p'
\]

and similarly for \( \tilde{F} \). The 22 block term on the left side is \(-F_{21} \Lambda_1 F_{21} \) while the 22 block term on the right is nonnegative definite. It follows that \( F_{21} = 0 \). Likewise, \( \tilde{F}_{21} = 0 \), and so \( \tilde{F}, F \) are both upper triangular. Now consider

\[
\begin{align*}
F - \tilde{F} &= O_p (E - \tilde{E}) O_p' \\
&= O_p \begin{pmatrix}
e_1 - \tilde{e}_1 & e_2 - \tilde{e}_2 & \ldots & e_{p-1} - \tilde{e}_{p-1} & e_p - \tilde{e}_p \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 0
\end{pmatrix} O_p'
\end{align*}
\]

\[
= O_p \begin{pmatrix}
f_1 - f_1 & f_2 - f_2 & \ldots & f_{p-1} - f_{p-1} & f_p - f_p \\
0 & 0 & \ldots & 0 & 0 \\
0 & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \ldots & 0 & 0
\end{pmatrix} O_p'
\]

We have shown above that the first \( s \) columns of \((f_1, f_2, \ldots, f_p)\) are identical with those of \((\tilde{f}_1, \tilde{f}_2, \ldots, \tilde{f}_p)\), and so the first \( s \) columns of the matrix on the right of the above equation are zero. This means that the first \( s \) columns of \( \tilde{F} \) and \( F \) are the same, i.e. \( \tilde{F}_{11} = F_{11} \). Since \( E \) and therefore \( F \) has all eigenvalues in \(|\lambda| < 1\), the same is true of \( \tilde{F}_{11} = \tilde{F}_{11} \). We now have to examine the last \( rp - s \) columns of \( \tilde{F} \), and in particular the last \( rp - s \) rows of these columns; this is because \( \tilde{F} \) is block triangular, and the lower triangular block has yet to be proved to have eigenvalues in \(|\lambda| < 1\). Observe that

\[
\tilde{F} = O_p E O_p' = O_p \begin{pmatrix}
e_1 & e_2 & \ldots & e_{s-1} & e_s \\
l & 0 & \ldots & 0 & 0 \\
l & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
l & 0 & \ldots & 0 & 0
\end{pmatrix} O_p'
\]

\[
= O_p \begin{pmatrix}
f_1 & f_2 & \ldots & f_{s-1} & f_s \\
l & 0 & \ldots & 0 & 0 \\
l & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
l & 0 & \ldots & 0 & 0
\end{pmatrix} + O_p \begin{pmatrix}
0 & 0 & \ldots & 0 & 0 \\
l & 0 & \ldots & 0 & 0 \\
l & 0 & \ldots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
l & 0 & \ldots & 0 & 0
\end{pmatrix} O_p'
\]

Now our interest is in the last \( rp - s \) columns, and the entries of the last \( rp - s \) columns of \((f_1, f_2, \ldots, f_{p-1}, f_p)\) have all been shown to be zero. Since what is in the first \( s \) columns is immaterial, we can say that the last \( rp - s \) columns of \( \tilde{F} \) are actually identical with the last \( rp - s \) columns of the matrix

\[
O_p \begin{pmatrix}
0 & 0 & \ldots & 0 \\
l & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & I
\end{pmatrix} O_p'
\]

Thus

\[
\tilde{F}_{22} = (0_{(rp - s) \times Z}, I_{rp - s}) O_p \begin{pmatrix}
0 & 0 & \ldots & 0 \\
l & 0 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \ldots & I
\end{pmatrix}
\]

By the previous lemma, we know that \(|\lambda(\tilde{F}_{22})| < 1\) for every eigenvalue of \( \tilde{F}_{22} \). In summary,

\[
\tilde{F} = \begin{bmatrix}
F_{11} & \tilde{F}_{12} \\
0 & \tilde{F}_{22}
\end{bmatrix}
\]

where \( \tilde{F}_{12} \) is irrelevant, \( F_{11} \) has eigenvalues of magnitude less than 1 by hypothesis and the triangularity of \( F \), and \( \tilde{F}_{22} \) has just been proved to have the same property. \( \blacksquare \)

4.2. Sample Results

In this section, we briefly discuss estimation in the framework of GDFMs. We do not intend to give a detailed account here, this will be done in a subsequent paper. The purpose of this subsection is twofold: First to shortly describe an estimation procedure, in order to demonstrate the usefulness of the "structural" results, described above. Second to analyze the (generalized) Yule–Walker equations for the case where the population second moments have been replaced by sample counterparts.

As has been shown in [11] and [23] a consistent estimator \( \hat{z}_t \) of \( z_t \) can be obtained by a static PCA of \( y_t \), as follows: Consider the eigenvalue decomposition

\[
T^{-1} \sum_{t=1}^{T} y_t^N y_t^N = A_N^N O_N^N + O_2 N \Lambda_2 O_2^N
\]

where \( \Lambda_2^N \) is the diagonal \( r \times r \) matrix, whose diagonal elements are the largest \( r \) eigenvalues of the matrix on the l.h.s. and \( O_N^N \) is the \( N \times r \) matrix of the corresponding eigenvectors. Then define

\[
\hat{z}_t^N := N^{-1/2} O_N^N y_t^N
\]

Now the following can be shown: Under the additional assumptions that the \( r \) largest eigenvalues of \( \text{E}[y_t^N y_t^N] \)
dive to infinity, for \( N \to \infty \), and the other eigenvalues are bounded, the estimators \( \hat{z}_{j}^{N} \) converge for \( N, T \to \infty \) to a suitably normalized version of \( z_{j} \). Let

\[ \gamma_{j} = T^{-1} \sum_{t=1}^{T-j} z_{t-j} z_{t-j}^{'} \geq 0 \]

and let \( \Gamma_{p} \) be defined analogously. Note that the \( \gamma_{j} \) are not the usual sample covariances corresponding to \( \gamma_{j} \), because the \( z_{i} \) are not directly observed. Note also, that if the rank of \( \Gamma_{p} \) is equal to \( s < rp \) holds, then “typically” \( \hat{\gamma}_{j} \) will be of rank \( pr \). Nevertheless, in such a case, for the purpose of “regularization” a truncation setting the “small” eigenvalues of \( \hat{\Gamma}_{p} \) equal to zero will give a numerically stable procedure. Define

\[ \hat{\Gamma}_{p} = O_{p}^{*} \hat{\Lambda}_{p} O_{p}^{*} \]

where \( \hat{\Lambda}_{p} \in \mathbb{R}^{p \times p} \) is a diagonal matrix consisting of the \( s \) largest eigenvalues of \( \hat{\Gamma}_{p} \), and \( O_{p} \in \mathbb{R}^{m \times p} \) is the matrix of the corresponding eigenvectors. The next theorems show that the minimal norm solution of eventually truncated sample Yule-Walker equations yields consistent estimators corresponding to stable autoregressions.

**Theorem 6:** If \( \text{rk} \Gamma_{p} = s < pr \) and if all nonzero eigenvalues of \( \Gamma_{p} \) are distinct, then the minimal norm solution of the Yule-Walker equations corresponding to (40) defined by

\[ (\hat{e}_{1}, \ldots, \hat{e}_{p}) = (\hat{\gamma}_{1}, \ldots, \hat{\gamma}_{p}) O_{p}^{*} (\hat{\Lambda}_{p}^{1/2})^{-1} O_{p}^{*} \]  

defines a function of \( \gamma_{0}, \ldots, \gamma_{p} \) which is continuous at \( \gamma_{0}, \ldots, \gamma_{p} \) (here the \( \hat{\gamma}_{j} \) as well as the \( \hat{e}_{j} \) are considered to be matrices with real entries).

**Proof:** As the eigenvalues and the corresponding suitable normalized eigenvectors of a symmetric matrix are locally continuous functions of the entries of the matrix, the right side of (53) is obviously a continuous function at \( \gamma_{0}, \ldots, \gamma_{p} \).

**Remark 1:** Under suitable assumptions the sample covariances \( \hat{\gamma}_{j} \) are consistent estimators of the population counterparts \( \gamma_{j} \). Therefore the continuity result of Theorem 6 implies that the \( (\hat{e}_{1}, \ldots, \hat{e}_{p}) \) are consistent estimators of the minimal norm solution (50) of the Yule-Walker equations (40).

**Remark 2:** The condition that all nonzero eigenvalues of \( \Gamma_{p} \) are distinct is imposed for convenience and can be relaxed.

**Theorem 7:**

(i) If \( \text{rk} \Gamma_{p} = pr \) holds, then the Yule-Walker estimator corresponding to (40) (i.e. when the \( \gamma_{j} \) in (40) are replaced by \( \hat{\gamma}_{j} \)) yields a stable autoregression

(ii) For \( \text{rk} \Gamma_{p} = s < pr \), the solution (53) corresponds to a stable autoregression

**Proof:** (i) As we need to show \( \text{det} \hat{e}(z) \neq 0, |z| \leq 1 \) we proceed as follows: Let

\[
\hat{E} = \begin{pmatrix}
\hat{e}_{1} & \cdots & \hat{e}_{p-1} & \hat{e}_{p} \\
I_{r} & 0 & \cdots & 0 \\
0 & I_{r} & \ddots & 0 \\
\vdots & \ddots & \ddots & I_{r} \\
0 & \cdots & 0 & I_{r}
\end{pmatrix}
\]

then \( \text{det} \hat{e}(z) \neq 0, |z| \leq 1 \) is equivalent to postulating that the roots of

\[
\text{det}(\hat{E} - zI_{rp}) = (54)
\]

are within the unit circle. Define the \((T + p) \times rp\) matrices

\[
Z = \begin{pmatrix}
0 & \cdots & 0 \\
\hat{z}_{1} & 0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \hat{z}_{p} \\
0 & \cdots & 0 & \hat{z}_{T} \\
0 & \cdots & 0 & \hat{z}_{T}
\end{pmatrix}
\]

and

\[
Y = \begin{pmatrix}
\hat{z}_{1} & \cdots & 0 \\
\hat{z}_{2} & \ddots & \vdots \\
\vdots & \ddots & \ddots \\
\hat{z}_{T} & \cdots & \hat{z}_{T}
\end{pmatrix}
\]

Consider the “thin” singular value decompositions

\[
Z = U_{1} \Sigma_{1} V_{1} \quad \text{and} \quad Y = U_{2} \Sigma_{2} V_{2}.
\]

Note that \( \Sigma_{1} = \Sigma_{2} = \Sigma \) and \( V_{1} = V_{2} = V \) can be chosen because \( Z^{'} Z = Y^{'} Y \) holds. Furthermore \( U_{1} = (0, U) \) and \( U_{2} = (U', 0) \) can be chosen because of the form of \( Z \) and \( Y \). It is straightforward to show that

\[
\hat{E} = Y^{'} Z (Z^{'})^{-1}
\]

2 The singular value decomposition of \( Y \in \mathbb{R}^{m \times k}, m \geq k \) is defined as \( Y = U \Sigma V \) with \( U \in \mathbb{R}^{m \times m}, \Sigma \in \mathbb{R}^{m \times k}, V \in \mathbb{R}^{k \times k} \), whereas the “thin” singular value decomposition of \( Y \in \mathbb{R}^{m \times k}, m \geq h \) is defined as \( Y = U \Sigma V \) with \( U \in \mathbb{R}^{m \times h}, \Sigma \in \mathbb{R}^{h \times k}, V \in \mathbb{R}^{k \times k} \).
and therefore
\[
\check{\Sigma} = V_1 \Sigma_1 U_1 \Sigma^{-1} V_1 \quad \text{holds. The roots of (54) are the same as the roots of}
\]
\[
\det(\Sigma^{-1} V_1 (\check{\Sigma} - z I_1) V_1) = \det(U_1 U_1^t - z I_1)
\]
Now we have
\[
|\lambda_{\max}(U_1^t U_1)| \leq \max_{|x'| = 1} |x^t U_1 U_1^t x| = \max_{|x^t U_1| = 1} |x^t U_1 U_1^t x| = 1
\]
where the first inequality holds due to Lemma 2 and the strict inequality is valid because of the form of \( U_1 = (0, U')^t \) and \( U_2 = (U', 0)^t \) (compare with the proof of Lemma 3, strict Cauchy-Schwarz inequality).

(ii) First we want to repeat that, as is well known, the sample covariance matrix \( \hat{\Sigma}_p \) is "typically" non-singular. We assume that we know the rank \( s \) of the true matrix \( \Gamma_p \) and set the smallest singular values of \( Y \) and \( Z \) which are "typically" not zero to zero: Using an evident notation we define
\[
\tilde{Z} = (U_1, U_2) \begin{bmatrix} \Sigma_1 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_{1s}^t \\ V_{s}^t \end{bmatrix} = U_1 \Sigma_1 V_{1s}^t
\]
(56)
where
\[
Z = U_1 \Sigma_1 V_1^t = \begin{bmatrix} U_1 \\ U_2 \end{bmatrix} (I_{(s+p)\times s} \otimes I_{(s+p)\times (p-s)}) \begin{bmatrix} \Sigma_1 \\ 0 \end{bmatrix} \begin{bmatrix} V_{1s}^t \\ V_{s}^t \end{bmatrix}
\]
(57)
We call \( \tilde{Z} = U_1 \Sigma_1 V_{1s}^t \) the "very thin" singular value decomposition of \( Z \) (note \( s < rp \)) and define \( Y \) analogously, i.e. \( \check{Y} = U_2 \Sigma_2 V_{2s}^t \). Then, as \( Y = Z \cdot \check{Z} \) holds, we have \( Y \check{Y} = \check{Z} \check{Z} \) and thus we can choose \( \Sigma_1 = \Sigma_2 \), \( V_{1s} = V_{2s} = V_s \), \( U_1 = (0, U')^t \) and \( U_2 = (U', 0)^t \). From now on, for the simplicity of notation, we use \( Z \) and \( Y \) for \( \tilde{Z} \) and \( \check{Z} \), respectively. As can be easily seen \( V_{1s} V_{1s}^t = (I_{(s+p-1)}, 0) \), where \( V_{1s} \) is defined by omitting the last \( r \) rows in \( V \) from (56).

Now observe that
\[
(V')_{(\sigma^{8})_{p-1}} Z = (V)_{(\sigma^{8})_{p-1}} \Sigma_1 U_2^t U_1 \Sigma V_{s}^t
\]
(58)
holds, which is an estimate of \( T(\gamma_1, \ldots, \gamma_p)^t \) (note that if \( \Sigma_x \neq 0 \) holds, then (58) does not correspond to the sample covariances \( T(\gamma_1, \ldots, \gamma_p)^t \)). It follows that
\[
\hat{e} = (\hat{e}_1, \ldots, \hat{e}_p) = (Y')_{(\sigma^{8})_{p-1}} Z (Z' Z)^{-1}
\]
(58)

Therefore
\[
\check{E} = \begin{bmatrix} (V)_{(\sigma^{8})_{p-1}} \Sigma_1 U_2^t U_1 \Sigma V_{s}^t \\ (V)_{(\sigma^{8})_{p-1}} \Sigma_1 U_2^t U_1 \Sigma V_{s}^t \\ (V)_{(\sigma^{8})_{p-1}} \Sigma_1 U_2^t U_1 \Sigma V_{s}^t \\ (V)_{(\sigma^{8})_{p-1}} \Sigma_1 U_2^t U_1 \Sigma V_{s}^t \end{bmatrix}
\]
(58)

holds. Call the first summand on the r.h.s. in the last equality above \( B \) and the second summand \( V \). Recall that we want to show that the roots of \( \det(\hat{E} - z I_{rp}) \) are within the unit circle. Now we have (with the penultimate equality following using (59) and (60) below)

\[
\det(\hat{E} - z I_{rp}) = \det(B + \hat{V} - z I_{rp}) = \det(V' (B + \hat{V} - z I_{rp}))
\]
\[
= \det\left( \begin{bmatrix} \Sigma_1^{-1} & 0 \\ 0 & I_{p-s} \end{bmatrix} \hat{V}' (B + \hat{V} - z I_{rp}) \begin{bmatrix} \Sigma_1 & 0 \\ 0 & I_{p-s} \end{bmatrix} \right) = \det(\Sigma_1^{-1} V' (B + \hat{V}) V \Sigma - z I_{rp})
\]
\[
= \det(\begin{bmatrix} U_2^t U_1 \Sigma_1^{-1} V_{1s}^t \hat{V} \\ 0 & V_{s}^t \hat{V} \end{bmatrix} - z I_{rp}) = \det(U_2^t U_1 \Sigma_1 - z I_{s}) \det(V_{s}^t \hat{V} - z I_{p-s})
\]
with \( \tilde{V} := \begin{pmatrix} 0 \\ (V_s)_{[-r]} \end{pmatrix} \). As the matrices \( V_s' \tilde{V} = V_s' \begin{pmatrix} 0 \\ (V_s)_{[-r]} \end{pmatrix} = (V_s', 0) \begin{pmatrix} 0 \\ V_s \end{pmatrix} \) and \( U_2', U_{1s} \) (compare with the proof of Lemma 3, strict Cauchy–Schwarz inequality) have all eigenvalues of magnitude less than 1 the result follows.

To obtain the background equalities, observe that (using a comparison of \( Z \) and \( Y \) to justify the third equality)

\[
B = \begin{pmatrix} (V_s)_{[-r(p-1)]} \Sigma_s U'_s U_{1s} \Sigma_s^{-1} V'_s \\ (V_s)_{[-r]} V'_s \\ (V_s)_{[-r(p-1)]} \Sigma_u U'_s U_{1s} \Sigma_u^{-1} V'_s \\ (V_s)_{[-r]} \Sigma_u U_{1s} \Sigma_u^{-1} V'_s \\ (V_s)_{[-r(p-1)]} \Sigma_u U'_s U_{1s} \Sigma_u^{-1} V'_s \\ (V_s)_{[-r]} \Sigma_u U_{1s} \Sigma_u^{-1} V'_s \\ (V_s)_{(p-1)} \Sigma_u U'_s U_{1s} \Sigma_u^{-1} V'_s \\ V_s \Sigma_u U'_s U_{1s} \Sigma_u^{-1} V'_s \\ \end{pmatrix}
\]

where \( (V_s)_{(p-1)} \) is the matrix consisting of the last \( r(p-1) \) rows of \( V_s \). Therefore

\[
\Sigma^{-1} V' B V \Sigma = \Sigma^{-1} \begin{pmatrix} I_s \\ 0 \end{pmatrix} \Sigma_u U'_s U_{1s} \Sigma_u^{-1} \begin{pmatrix} I_s \\ 0 \end{pmatrix} \Sigma_u = \begin{pmatrix} \Sigma_s^{-1} \Sigma_u U'_s U_{1s} \Sigma_u^{-1} & 0 \\ 0 & 0 \end{pmatrix}
\]

and

\[
\Sigma^{-1} V' \tilde{V} V \Sigma = \begin{pmatrix} \Sigma_s^{-1} & 0 \\ 0 & I_{r-p-1} \end{pmatrix} \begin{pmatrix} V'_s \Sigma_s & 0 \\ 0 & V_{s} \Sigma_s \end{pmatrix} = \begin{pmatrix} \Sigma_s^{-1} & 0 \\ 0 & I_{r-p-1} \end{pmatrix} \begin{pmatrix} V'_s \Sigma_s & 0 \\ 0 & V_{s} \Sigma_s \end{pmatrix} = \begin{pmatrix} \Sigma_s^{-1} V'_s \Sigma_s & 0 \\ V'_s & V_{s} \end{pmatrix} = \begin{pmatrix} (V_s)_{[-r]} V'_s \\ V_s \end{pmatrix}
\]

\[
(60)
\]

5. Changing from Non-coprime Fractional Descriptions to Coprime Fractional Descriptions

In this section, we postulate that we have solved the Yule–Walker equations to determine a polynomial \( e(z) = 1 - e_1 z - e_2 z^2 - \cdots - e_p z^p, e_p \neq 0 \) and we have a matrix \( f \) for which \( ff' = \Sigma_u \). However, the pair \( (e(z), f) \) may not be left coprime; we shall show how one can obtain a left coprime pair \( (\bar{e}(z), \tilde{f}) \) generating almost the same spectrum; moreover, and this is the key point, in this if it occurs, coprime pair, \( \bar{e}(0) = I, \bar{e}(z) \) has maximum degree \( p \), and \( \tilde{f} \) is constant. The determinantal zeros of \( \bar{e}(z) \) are always a subset of those of \( e(z) \); so if the noncoprime pair defines a stable AR system, the coprime pair will also define a stable system.

5.1. A Preliminary Transformation

Let \( T \) be an orthogonal matrix such that

\[
T \tilde{f} = \begin{pmatrix} \tilde{f} \\ 0 \end{pmatrix}
\]

(61)

where \( \tilde{f} \) is square and nonsingular. Define \( \tilde{f} = T \tilde{f} \). Define also

\[
T e(z) T' = \bar{e}(z) = \begin{pmatrix} \bar{e}_1(z) \\ \bar{e}_2(z) \end{pmatrix}
\]

(62)

Observe that \( \bar{e}(0) = I \) and \( \bar{e}(z) \) has degree \( p \). Of course, \( e(z) \) and \( \bar{e}(z) \) have the same determinant. Observe further that

\[
e^{-1}(z)f = T' \bar{e}^{-1}(z) \tilde{f}
\]

(63)

We shall now work with \( \bar{e}^{-1}(z)f \) without any significant loss of generality.

5.2. Identifying the Consequences of Lack of Coprimeness

It is trivial that the pair \( (e(z), f) \) is not coprime if and only if the same is true of \( (\bar{e}(z), \tilde{f}) \). Because

\[
(\bar{e}(z) \tilde{f}) = \begin{pmatrix} \bar{e}_1(z) \\ \bar{e}_2(z) \end{pmatrix}
\]

(64)

and because \( \tilde{f} \) is square and nonsingular, it is evident that \( \bar{e}(z) \tilde{f} \) is not coprime if and only if for some \( z_0 \neq 0 \), the matrix \( \bar{e}_2(z_0) \) has less than full (row) rank. (That \( z_0 \neq 0 \) follows from the fact that \( \bar{e}_2(0) \) includes the identity as a submatrix). Equivalently, there
exists a square non-unimodular $D(z)$ with $D(0)$ nonsingular and a matrix $\tilde{e}_2(z)$ with full rank for all $z$ such that
\[ \tilde{e}_2(z) = D(z)\tilde{e}_2(z) \] (65)

Without loss of generality, we can suppose that $\tilde{e}_2(z)$ is row proper. For if not, it can be multiplied on the left by a unimodular matrix to produce this property, and then the inverse of the unimodular matrix can be incorporated into $D(z)$. We now aim to look at the degree of $\tilde{e}_2(z)$ and at $\tilde{e}_2(0)$.

**Lemma 4:** The above construction results in $\tilde{e}_2(z)$ having degree at most $p$

**Proof:** Denote the $i$-th row of $\tilde{e}_2(z)$ by $e_2(z)_i$, and the $ij$ element of $D(z)$ by $d_{ij}(z)$. Let the $i$-th row degree of $\tilde{e}_2(z)$ be $k_i$. Then by the predictable degree property ([17], p. 387, attributed to [16] and [26]), there holds
\[ \deg e_2(z) = \max_j \left( \deg d_{ij}(z) + k_j \right) \] (66)

In this equation as is usual the degree of a zero element is set equal to $-\infty$. Let $k_{\max}$ be the largest of the $k_j$. Consider the corresponding column of $D(z)$. Since this column cannot contain all zero elements, it follows that for some $i$, we have
\[ \deg e_2(z) \geq k_{\max} = \deg \tilde{e}_2(z) \] (67)

from which the claim is immediate by maximizing over $i$.

Next, if $D(0)$ is not the identity matrix, replace $D(z)$ by $D(z)D^{-1}(0)$ and replace $\tilde{e}_2(z)$ by $D(0)\tilde{e}_2(z)$. This will result in $\tilde{e}_2(z) = \tilde{e}_2(0)$.

5.3. The Coprime Fractional Description

Let us observe now that
\[
\tilde{e}^{-1}(z) = \begin{pmatrix} \tilde{e}_1(z) & \tilde{e}_2(z) \end{pmatrix}^{-1} \begin{pmatrix} \tilde{f} \\ 0 \end{pmatrix} = \begin{pmatrix} \tilde{e}_1(z) & D(z)\tilde{e}_2(z) \end{pmatrix}^{-1} \begin{pmatrix} \tilde{f} \\ 0 \end{pmatrix} = \begin{pmatrix} \tilde{e}_1(z) & \tilde{e}_2(z) \end{pmatrix}^{-1} \begin{pmatrix} \tilde{f} \\ 0 \end{pmatrix}
\] (68)

By setting
\[ \tilde{e}(z) = \begin{pmatrix} \tilde{e}_1(z) \\ \tilde{e}_2(z) \end{pmatrix} \] (69)

we have a left coprime fraction $\tilde{e}(z), \tilde{f}$ in which $\tilde{e}(z)$ has degree bounded by $p$ and $\tilde{e}(0) = I$, as required.

6. Conclusions

In this paper, we have focused on Generalized Dynamic Factor Models and in particular with finding models for the latent variables. These latent variables can be generated by dynamic or static factors. The (minimal) static factors exhibit all the dynamics of the latent variables. Because static factors have smaller dimension than the latent variables and in addition this dimension does not depend on the cross-sectional dimension $N$ it is more convenient to model static factors than latent variables. The emphasis in our paper is on AR models for the static factors. This restriction is justified as the autoregressive case in our setting is generic. A key advantage of parameter estimation in AR models compared to ARMA or state space models is that the estimates can be obtained by solving linear equations, viz. the Yule–Walker equations. For the problem of interest, the AR model may be singular and the Yule–Walker equations may have no unique solution. However, even in the nonunique case the minimal norm solution of the Yule–Walker equations, both for population and sample covariances, is shown to be stable. In the paper we proposed an estimation algorithm. However we did not discuss the estimation of the integer parameters $q, r$ and $s$.
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While this paper makes an important contribution in a systems and control context, it is also a fascinating example of bi-directional contribution between that field, and the field of econometrics.

More specifically, the genesis of the paper arises in economic and financial modeling scenarios where the dimension $N$ of the vector of system measurements $y_i^N$ can be large, and possibly bigger than the number of observations of this vector $T$. For example, as noted in [1], $y_i^N$ may contain measurements of “different macro variables, returns on different assets, and data disaggregated by sector or region”.

Importantly, models of this sort are likely to be of increasing importance in systems and control settings too as the demands for analyzing larger scale systems rises, particularly in relation to communication, transport and energy networks.

Within economic and finance fields, this paper notes that various methods for estimating the parameters modeling such processes have been developed, with particular attention paid to exploiting structural aspects in order to restrict the dimension of the parameter space. One example is the frequency domain type approach in [1].

This paper carefully develops a new and efficient approach based on AR modeling and solving subsequent Yule–Walker equations, where the latter is not straightforward due to the “innovations” process being rank deficient.

A distinctive feature is the significant depth of underpinning theory provided to support and develop the proposed approach. This draws heavily on concepts and results developed over many years in the systems and control community - many of them by the first two authors. Hence while the problem has its original roots in econometrics and finance, it is highly relevant in a systems and control setting, and indeed as illustrated by this paper, the tools from that field can contribute substantially back into econometrics and related areas.

The authors do not arrive at an AR modeling approach casually, and the paper contains a careful analysis of alternatives, such as ARMA modeling via a state-space description

$$x_{t+1} = Fx_t + Gz_{t+1}, \quad \hat{y}_t = Hx_t.$$ (1)

Interestingly, the first named author together with colleagues has made important contributions on the topic of certain minimal (injective) parametrizations of such models now known as “data driven local coordinates” (DDLC) [2]. More specifically, a fully (and hence over) parametrization $\beta$ of (1) would be of dimension $n_\theta = n(n + q + N)$, while DDLC methods provide an efficient mechanism for working with a minimal injective parametrization $\theta$ of dimension $n_\theta = n(q + N)$. This is employed, for example, in the widely used Matlab System Identification Toolbox in the context of gradient-based search for prediction error (PE) and maximum likelihood (ML) estimates.

In the case of ML estimation, this requires a Kalman filter, with floating point operation (FLOP) load $O(n^2 T)$ to be run for each parameter $\theta$, resulting
in an overall FLOP load \textit{per iteration} of the gradient based search of \(O(n^3N)\).

Clearly then, there is an important practical motivation for this paper in seeking efficient alternate estimation methods when \(N\) is large.

In relation to this, the authors here would like to raise the important work \cite{3} on this topic that does not seem to enjoy the attention it possibly deserves. This involves the ML estimation case wherein the estimate \(\hat{\theta}\) of \(\theta\) is taken as

\[
\hat{\theta} = \arg\min_\theta L(\theta), \quad L(\theta) \triangleq \log p(Y_T; \theta)
\]  

where \(Y_T = \{y_1, \ldots, y_T\}\). In \cite{3} it is noted that by Fisher’s identity, the gradient of \(L(\theta)\) is identical to that

\[
Q(\theta) = E_\theta \{ \log p(X_T, Y_T; \theta) | Y_T \}
\]

where the derivative is taken only with respect to the density inside the conditional expectation, and \(X_T = \{x_1, \ldots, x_T\}\).

The practical relevance of this is that only one Kalman smoother needs to be run, with FLOP load \(O(n^3T)\), in order to compute all necessary gradients of \(L(\theta)\) with FLOP load \(O(\max(n^3, nN)T)\). In the context of this comment, this has the potential to reduce the FLOP load per iteration of gradient-based search by the substantial factor of \(N\).

This naturally leads to the question of empirical analysis profiling the performance of the various estimation options available, including the newly developed one in this paper, which could be a valuable topic for future work.
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\section*{1. Contributions}

The paper by Deistler \textit{et al.} considers generalized linear dynamic factor models. Factor analysis has been developed by psychologists for measurement of intelligence in the beginning of the twentieth century. More recently, in econometrics factor models are used to condense high dimensional data consisting of many variables into a small number of factors.

In a series of papers, the authors have developed a structure theory with emphasis on the zeroless case. The transfer functions for factor models are generically zero-free and the output spectrum is singular since the number of the outputs, i.e., latent variables has to exceed the number of the inputs, i.e., factor variables.

The fact that the transfer functions are zero-free allows one to model the latent variables as an autoregressive process and generalized Yule-Walker equations can be used for parameter estimation. Certain complexities arise due to the singularity of the modelled process, but they are dealt with successfully in the paper.

\section*{2. Discussion of Results}

This paper heavily depends on the structural results developed in the earlier papers by the same authors \cite{1, 2, 3, 4}. The structure theory presented by the authors
in the current and the preceding papers is fairly complete in my opinion. The authors nicely apply systems and control theory to a popular problem in econometrics. I have the following complementary remarks:

1. Generalized linear dynamic models appear not only in econometrics, but also in many engineering disciplines. In some engineering applications, a classic input-output test is difficult to conduct. For example, in operation analysis only output data are available, and all excitation forces are taken into account. The modeling of output-only data is advantageous since the condition of the test structure during a laboratory-forced test often differs significantly from the structure's real operation working conditions. In these identification applications, the number of outputs exceeds the number of inputs. This particular, but practically important case, was studied in [1]. See, for example, [5, 6, 7] for the identification of modal modes from output-only data in time and frequency domains. Another application domain of zeroless spectral matrices is constrained minimum variance control of active vehicle suspension systems.

2. In Section IV, estimation of autoregression parameters is discussed without a clue how to select the structure parameters \( q \), \( r \), and \( s \), as acknowledged by the authors. Quite often, however, structural parameter estimation is part of any identification algorithm. It will be useful if the authors, at least, can outline how the structure estimation can be integrated into their estimation algorithm.

3. Theorem 3 is a structural result derived under the assumption that \( u_f^N \) is zero in Eq. 1. In Section IV, A further structural results are derived under this assumption. How sensitive are the sample results in Section IV, B when the latent variables are corrupted by noise? (A continuity type result, i.e., Theorem 6 is presented there).

4. In Section IV, B, the authors propose an estimation algorithm by replacing population second moments in the generalized Yule-Walker equations of Section IV, A with their sampled versions. Consistency of the authors’ approach then follows from the fact that a static principal component analysis of \( y \) yields a consistent estimator \( \hat{\beta} \) of \( \beta \). See, Eq. (51). A great amount of work is done to obtain stable and coprime solutions to the singular Yule-Walker equations by using the fact that the transfer function of the system described by Eqs. (16) and (17) are zeroless.

I am wondering if it is possible to develop a (stochastic) subspace algorithm starting from Eqs. (16) and (17) or alternatively from causal-state formulas in splitting of \( f_r(\lambda) \). This route, of course, requires factorizations of spectra and some Toeplitz matrices [8]. Some of these ideas were already pursued in Sections IV-VI of [1] and in [4]. This alternative route can provide direct estimates of the structural parameters \( q \), \( r \), and \( s \) by means of a singular-value like decomposition.

3. Concluding Remarks

The structural results and the estimation algorithm proposed by the authors though not in definite form should find applications not only in econometrics but also in many engineering disciplines. Connections with stochastic subspace algorithms are worth to explore.
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