Optimal Range-Difference-Based Localization Considering Geometrical Constraints

Adrian N. Bishop, Barış Fidan, Member, IEEE, Brian D. O. Anderson, Life Fellow, IEEE, Kutluyıl Doğançay, Senior Member, IEEE, and Pubudu N. Pathirana, Senior Member, IEEE

Abstract—This paper proposes a new type of algorithm aimed at finding the traditional maximum-likelihood (TML) estimate of the position of a target given time-difference-of-arrival (TDOA) information, contaminated by noise. The novelty lies in the fact that a performance index, akin to but not identical with that in maximum likelihood (ML), is a minimized subject to a number of constraints, which flow from geometric constraints inherent in the underlying problem. The minimization is in a higher dimensional space than for TML, and has the advantage that the algorithm can be very straightforwardly and systematically initialized. Simulation evidence shows that failure to converge to a solution of the localization problem near the true value is less likely to occur with this new algorithm than with TML. This makes it attractive to use in adverse geometric situations.

Index Terms—Localization, range difference, sensor networks, target tracking, time-difference-of-arrival (TDOA).

I. INTRODUCTION

The most common passive measurement technologies used today for localization and tracking are bearing measurements [1], [2] and time-difference-of-arrival (TDOA) or range-difference-of-arrival (RDOA) measurements. Received signal strength (RSS) is also used, permitting passive localization of an emitter whose power is known [3]. This paper focuses on TDOA-based (or RDOA-based) passive localization, with noise-contaminated measurements. TDOA or RDOA may be used to estimate the location of a wireless emitter or audio source, and there is considerable literature on the subject; see, for example, [4]–[9]. Underwater sonar has traditionally exploited TDOA methods for passive source localization [10] and motivates the work in this paper. The basic measurement parameter in TDOA is the TDOA of a signal (assumed to emanate isotropically from a source) as measured by pairs of spatially separated sensors (or receivers) at known locations. The resulting measurements give the range differences between the pairs of sensors with respect to the target and each such difference locates the target on a computable hyperbola in $\mathbb{R}^2$ or hyperboloid in $\mathbb{R}^3$, or actually, a branch of a hyperbola (or hyperboloid) when the sign of the range difference is taken into account. A sometimes desirable operational property exhibited by these techniques is that they inherently permit passive localization. That is, the sensors need only receive the signal from an emitter (e.g., audio, sonar, or radio source), and hence, the target need not be involved in or aware of the localization process. Indeed, in modern electronic warfare, it is particularly desirable to be able to locate a target without its knowledge [11], [12]. The intention of passive localization systems is to exploit the signals (e.g., radio or audio) generated by a target source (i.e., emitter) to locate the target without any active signal generation by the passive sensors.

TDOA-based localization has been a known technology since before World War II in one form or another [13] and is currently applicable in underwater sonar, electromagnetic radar, or acoustic-based systems. Much work has been focused on maximum-likelihood (ML) localization using TDOA [14]–[16] and a great deal of emphasis has also been placed on developing closed-form solutions [17]–[19], the determination of which typically involves a small number of calculations including operations such as matrix inversion. A number of these closed-form solutions introduce an artificial estimation error to account for the real measurement error [17], [18]. Other techniques [14], [16], [20] make assumptions on the probability density of the measurement errors and examine the problem from a purely statistical estimation point of view. None of these algorithms [14], [16]–[20] explicitly exploit the underlying geometrical properties of the required localization solution and the true measurement errors.

The objective of this work is to derive and examine functional relationships (which depend on the measurements and are rooted in geometry) between the measurement errors in a passive TDOA-based (or RDOA-based) localization scenario, and then to exploit them in a localization algorithm. The functional relationships are among the true values of certain quantities, but they are applied when noisy measurements arise. Broadly, we seek to form a constraint function that can be used in a constrained optimization process where the aim of the process is to minimize the location estimation error for a target. The constraint is a consequence of the underlying geometry. Indeed, the
measurement errors may be estimated such that when measurements are corrected using estimates of these errors, and treated as if they were noiseless, it is straightforward to solve the resulting equations and guarantee that the solution is consistent with the underlying geometry, i.e., the geometric constraints are fulfilled.

Geometrical constraint-based optimization in localization systems is not new, and it may have been first introduced within the computer vision community [21]. In [21], the epipolar constraint is used to derive an optimal localization algorithm for stereo–vision systems. Geometric constraints have also been examined for distance-based and bearing-based localization problems in [22] and [23], respectively. Geometric constraints have also been exploited to improve localization using bearing and time-difference measurements in a multisensor hybrid localization system [24].

Using the geometric constraint we derive, we can then formulate the localization problem as a constrained optimization problem and compare our solution algorithm to a number of commonly employed techniques. In particular, we show that our algorithm with an appropriate choice of cost function and traditional maximum-likelihood (TML) algorithms, provided both algorithms converge, will deliver the same estimate. However, initialization to ensure convergence is more straightforward with the new algorithm, and as a consequence especially in adverse geometries, our algorithm outperforms TML. In addition, and not surprisingly, we show that our algorithm outperforms another class of algorithms, viewed as suboptimal in comparison with ML.

The remainder of this paper is organized as follows. In Section II, we discuss some related work in TDOA localization found in the literature. In Section III, we derive a functional relationship between the TDOA (or RDOA) measurement errors. In Section IV, we discuss how this error relationship may be used in a constrained optimization algorithm to optimally compute the location of the target. In Section V, we provide some numerical examples to compare our approach with the TML estimator and a closed-form linear approach to target localization. In Section VI, we outline some possible directions for future work, and in Section VII, we give our concluding remarks.

II. PRIOR RELATED WORK

A. TML Algorithms

Under the usual Gaussian error assumptions, an ML algorithm for TDOA-based (or RDOA-based) localization requires a nonlinear least squares (LS) solver (e.g., Gauss–Newton) due to the nonlinearity of the problem [14], [16]. A search in 2-D or 3-D space is required to locate the minimum of a generally nonconvex function. (In contrast, our constrained optimization approach involves a search in a higher dimensional space than for ML, of a convex function, but subject to nonconvex constraints on the variables.) A modern opinion about TML and the initialization problem is as follows [9]: “selecting a good initial guess to avoid a local minimum is difficult and convergence is not guaranteed. An ML-based estimate is not suitable for real time implementation.” Actually, despite the provably optimal characteristics of the ML estimate, the practical difficulties associated with finding the global optimal solution, i.e., of establishing a suitable algorithm to find the estimate, have long been a source of user hesitance in applying the TML approach.

B. Closed-Form Linear LS Algorithms

A number of papers [6], [17]–[19], [25] provide a closed-form LS solution to the TDOA-based (or RDOA-based) localization problem. By closed form, we mean that the computation does not involve iteration and obtains the position estimate through simple operations such as matrix inversion. We will not explore all of these techniques in this paper; suffice it to say that they all introduce an artificial estimation (or the so-called equation) error in place of accounting for the true measurement errors [18], [25], with the purpose of this change of view being to obtain a greatly simplified problem in a mathematical sense. Hence, none of the closed-form (LS) techniques can be considered to be ML estimators, despite the usual Gaussian assumptions and the use of apparent LS techniques (e.g., see [18] for a discussion on the “equation error” and the motivation of these closed-form pseudo-LS techniques). These closed-form techniques are known to be suboptimal [18] with the principal advantage of these techniques simply being the closed-form globally unique solution they provide. The primary disadvantage of these techniques is that in certain geometries and in high-noise scenarios, the final location estimate is likely to be highly erroneous due (in part) to a large estimation bias. In particular, as [9] notes, the spherical interpolation method of [18], established in [18] to be superior to several other closed-form methods, nevertheless fails to use certain redundant information and gives an error variance that may be large relative to the Cramér–Rao bound.

C. Constrained Weighted Linear LS Techniques

In [9] and [16], a slight variation to the linear LS cost function is made. A numerical algorithm is given that attempts to find a global extremum of the new cost function, and thus a unique location solution. This novel variation is based around enforcing a single constraint between the simultaneously estimated target position and target range and attempts to ensure that a globally minimum solution can be found even when numerical solvers are employed. As with TML, this algorithm also requires an initial estimate of the target location [16] and convergence to the correct solution may or may not occur, depending on the quality of this estimate. Note that this technique, when it converges, does not give a location solution, which is provably equivalent to the ML estimate, i.e., this approach is not optimal in the ML sense.

III. A GEOMETRIC CONSTRAINT ON THE MEASUREMENT ERRORS

The prime purpose of this section is to describe how equations can be derived that incorporate noisy measurements, and that serve to constrain the errors associated with those measurements, by virtue of the underlying geometry. The measurements acquired in TDOA systems are the arrival times at each sensor of an emitter signal, and the inferring by subtraction of range differences to the emitter. Let \( i \in \{1, \ldots, n\} \) index the sensors and without loss of generality we place sensor 1 at the origin.
Let the column vector between sensors $1$ and $i \neq 1$ be denoted by $\mathbf{r}_{1i}$ and assume these vectors are known for all $i$. Finally, let the column vector between sensor $i$ and the target be denoted by $\mathbf{r}_{iT}$. The scenario for $\mathbb{R}^2$ is depicted in Fig. 1 with four sensors.

In this paper, we consider the general problem involving $q+2$ or more sensors in $q$ dimensions where $q = 2$ or $q = 3$. Each sensor $i \in \{1, \ldots, n\}$ measures the time of signal arrival

$$\hat{t}_i = \frac{||\mathbf{r}_{iT}||}{v} + \epsilon_i$$

(1)

where $v$ is the signal propagation speed and $\epsilon_i$ is the timing error. A system of $n \geq q + 2$ sensors then provides $n - 1$ TDOA measurements that in the noiseless case are described by $t_i - t_1$ for $i \in \{2, \ldots, n\}$. The noisy TDOA measurements are given by

$$\hat{t}_{i1} = \frac{||\mathbf{r}_{iT}||}{v} + \epsilon_i - \frac{||\mathbf{r}_{1T}||}{v} - \epsilon_1,$$

(2)

Multiplying each true time-difference $t_i - t_1$ by $v$ gives a system of true range-difference measurements

$$d_{1i} = ||\mathbf{r}_{iT}|| - ||\mathbf{r}_{1T}|| = v(t_i - t_1)$$

(3)

while, similarly, multiplying the noisy TDOA measurement $\hat{t}_{i1} = \hat{t}_i - \hat{t}_1$ by $v$ leads to a system of noise corrupted range-difference measurements

$$\hat{d}_{1i} = ||\mathbf{r}_{iT}|| - ||\mathbf{r}_{1T}|| + v(\epsilon_i - \epsilon_1) = d_{1i} + e_{1i}$$

(4)

where $e_{1i} = v(\epsilon_i - \epsilon_1)$ is the so-called range-difference measurement error. Note that throughout this paper it is assumed that the value of $v$ is a constant and is known accurately. Moreover, in this paper, we work directly with the range-difference measurement equations (4) when discussing the localization algorithm.

At this stage, it is necessary to postulate statistical properties for the noise in (4), which reflect its physical origins. Following [8], we will assume that the prime source of the range-difference errors $e_{1i}$ is the presence of individual timing errors $\epsilon_i$ in each receiver. We postulate that these timing errors are zero mean, Gaussian, and independent, with the same variance $\sigma^2$. Then, the range-difference measurement errors $e_{1i}, \forall \{2, \ldots, n\}$, are correlated and have covariance matrix $\Sigma$ given by

$$\Sigma = \sigma^2 E \begin{bmatrix}
1 & \frac{1}{2} & \cdots & \frac{1}{2} \\
\frac{1}{2} & \cdots & & \\
\vdots & & \ddots & \\
\frac{1}{2} & & \cdots & 1
\end{bmatrix}$$

(5)

where $\sigma^2 = 2v^2 \sigma^2$ is the variance of an individual range-difference measurement. Note that the mean of $e_{1i}, \forall \{2, \ldots, n\}$, remains zero.

The $n-1$ measurements (4) define $n-1$ hyperbolas (or hyperboloids) in $q$-dimensional space whose foci points correspond to the two sensor locations used in defining the hyperbola (3). More specifically, the sign of the measurements determines on which branch of the hyperbola the target lies. In generic geometries, $n = q + 2$ sensors are necessary and sufficient to uniquely localize a target in $\mathbb{R}^q$. Note that $q + 2$ sensors give rise to $q + 1$ independent TDOA measurements, and thus the equations for the target position in the noiseless case will be overdetermined.

The problem with using only $q$ independent TDOA measurements is that the defining equations have multiple solutions in $q$ dimensions, e.g., two (coplanar) hyperbolae, in general, will intersect in more than one point. On the other hand, once noise is present, the overdetermined equations will have no solution, and that is why the noisy localization problem is nontrivial. Let us note as well the importance of the word “generic.” If all sensors are collinear and the target is in between any two sensors and collinear with them, which is a nongeneric configuration, then no matter how many sensors there are, there is one an ambiguity even in the noiseless case in localizing the target.

The following result captures the constraints among the $e_{1i}$ that are expressible using the noisy measurements, and it flows from the underlying geometry.

Theorem 1: In $\mathbb{R}^q (q \in \{2, 3\})$, assume $n = q + 2$ sensors define $n - 1$ range-difference measurements based on the models (3) and (4); then, a constraint equation on the measurement errors can be given in terms of the known sensor coordinates and the noisy measurements as

$$\text{diag}(\mathbf{P})^T \mathbf{P}^{-1} \text{diag}(\mathbf{P}) = 0$$

(6)

where $\text{diag}(\mathbf{P})$ is the vector of diagonal elements of the $(q + 1) \times (q + 1)$ matrix $\mathbf{P} = \mathbf{A} \mathbf{A}^T$, the $(q + 1) \times (q + 1)$ matrix $\mathbf{A}$ is given by

$$\mathbf{A} = \begin{bmatrix}
\mathbf{r}_{1T}^T & \hat{d}_{12} - e_{12} \\
\mathbf{r}_{13} & \hat{d}_{13} - e_{13} \\
\vdots & \vdots \\
\mathbf{r}_{In} & \hat{d}_{1n} - e_{1n}
\end{bmatrix}$$

(7)

and $\Lambda = \text{diag}(1 - 1 - 1)$ or $\Lambda = \text{diag}(1 1 - 1)$ when $q = 2$ or $q = 3$, respectively.

Proof: Applying the law of cosines to the system of $q + 1$ triangles defined by the target, sensor 1, and sensor $i, \forall i \in \{2, \ldots, q + 2\}$, gives $q + 1$ equations of the form

$$||\mathbf{r}_{iT}||^2 = ||\mathbf{r}_{1T}||^2 + ||\mathbf{r}_{1i}||^2 - 2 \mathbf{r}_{1i}^T \mathbf{r}_{1T}.$$
Now if we square (3), we obtain
\[ |r_{IT}|^2 = d_{i1}^2 + |r_{IT}|^2 + 2d_{i1}|r_{IT}| \]  
and then substituting this into (8), we obtain \( n - 1 \) equations of the form
\[ 2 [r_{IT}^T d_{i1}] \left[ \begin{array}{c} r_{IT}^T \\ |r_{IT}| \end{array} \right] = ((|r_{11}|^2 - d_{i1}^2). \]  
We can stack the resulting \( n - 1 \) equations to give
\[ 2A \left[ \begin{array}{c} r_{IT}^T \\ |r_{IT}| \end{array} \right] = b \]  
where
\[ A = \left[ \begin{array}{c} r_{12}^T \\ r_{13}^T \\ \vdots \\ r_{1n}^T \end{array} \right] , \quad b = \left[ \begin{array}{c} |r_{12}|^2 - d_{12}^2 \\ |r_{13}|^2 - d_{13}^2 \\ \vdots \\ |r_{1n}|^2 - d_{1n}^2 \end{array} \right]. \]  
Therefore, assuming \( A \) is nonsingular, we obtain
\[ \left[ \begin{array}{c} r_{IT}^T \\ |r_{IT}| \end{array} \right] = (2A)^{-1}b, \]  
Letting \( (2A)^{-1}b = [\beta_1 \beta_2 \cdots \beta_(n-1)]^T \), it is straightforward to conclude that
\[ \beta_1^2 + \beta_2^2 + \cdots + \beta_(n-2)^2 - \beta_(n-1)^2 = 0. \]  
The expression (14) can be simplified by defining \( P = AA^T \) and noting that
\[ \text{diag}(P)^T P^{-1} \text{diag}(P) = 0 \]  
where \( \text{diag}(P) = b \) is the column vector of the diagonal elements of \( P \). Now the constraint (6) follows directly from the constraint (15) with \( d_{i1} = \hat{d}_{i1} - \varepsilon_{i1} \) and such that \( \bar{A} = A \) with \( d_{i1} = \hat{d}_{i1} - \varepsilon_{i1} \). Thus, we have a constraint (6) on the unknown measurement errors \( \varepsilon_{i1} \) with known parameters given by the sensor coordinates and the noisy measured values \( \hat{d}_{i1} \).

To justify the development of Theorem 1, we offer the following remark.

**Remark 1:** Suppose that noise is present in the measurements. If we acted as if the measurements were noiseless and obtained and plotted the hyperbolic branches of interest, we would find that there would not be, in general, a single point of intersection of all the branches. We are providing a tool to address this problem by first identifying a constraint (Theorem 1) on the measurement errors reflecting the fact that if the errors giving rise to the noisy hyperbolic branches respected the constraint then there would happen to be a unique point of intersection after correcting the errors. Therefore, once we have noisy measurements, we find (via Theorem 1) that the \( \varepsilon_{i1} \) cannot assume arbitrary values because that would be inconsistent with the hyperbola branches having a unique point of intersection.

**Remark 2:** The calculations in Theorem 1 are very similar to those used in the closed-form solution approach. The closed-form solution to range-difference-based localization is based on the construction of a matrix \( \bar{A} \) whose first \( q \) columns are identical to those of \( A \) and whose last column includes the noisy measurements \( \hat{d}_{i1} \). One also constructs a vector \( \hat{b} \) based on the noisy values \( \hat{d}_{i1} \). That is, the matrix \( \bar{A} \) and the vector \( \hat{b} \) are given by
\[ \bar{A} = \left[ \begin{array}{c} r_{12}^T \\ r_{13}^T \\ \vdots \\ r_{1n}^T \end{array} \right] , \quad \hat{b} = \left[ \begin{array}{c} |r_{12}|^2 - \hat{d}_{12}^2 \\ |r_{13}|^2 - \hat{d}_{13}^2 \\ \vdots \\ |r_{1n}|^2 - \hat{d}_{1n}^2 \end{array} \right] \]  
and the closed-form target estimate is found by solving \((2\bar{A})^{-1}\hat{b}\). Contrast this expression with (13) where in \( A \) and \( b \) the value of each range-difference is the true value, despite the ability to express this value using noisy measurements and error values, i.e., \( d_{i1} = \hat{d}_{i1} - \varepsilon_{i1} \). Now because on the right-hand side of (13) true values appear (albeit expressible using noisy measurements and noise values), the vector on the left-hand side necessarily has the property that the Euclidean norm of its first \( q \) entries is equal to the last entry. This leads to the given constraint (6) on the measurement errors with known parameters given by the sensor coordinates and the noisy measured values. However, this constraint property will not generally hold for \((2\bar{A})^{-1}\hat{b}\) because the noisy measured values are used, essentially with the assumption that \( \varepsilon_{i1} = 0, \forall i \neq 1 \). However, by throwing away the information in the last entry of \((2\bar{A})^{-1}\hat{b}\), the first \( q \) entries can be used to provide an estimate (albeit one that may have substantial bias depending on the particular localization geometry), or alternatively, an initial iterate for a numerical iterative algorithm, such as TML. This bias effect can be reduced by increasing the number of sensors or using sensors that yield a lower measurement noise variance. This approach, which is essentially the “spherical interpolation” method of [18] is analyzed and improved upon somewhat in [9].

A. Increasing the Number of Sensors and Independent Geometric Constraints

We can derive a system of functional relationships on the measurement errors for the scenarios involving more than \( q + 2 \) sensors in \( \mathbb{R}^q \). The system involves \( n \geq q + 2 \) sensors, then we have \( n - (q + 1) \) independent constraints (the notion of independent constraint is probably intuitively clear, but it is explained in more detail below) and we can write them in the form
\[ c_i = 0 \]  
for all \( i \in \{ q + 2, \ldots, n \} \). These equations are obtained by considering the measurement and geometrical relations (as previously shown) between the sensors \( \{1,2,\ldots,q+1\} \) and \( i \), for \( i \in \{ q + 2,\ldots,n \} \). Therefore, let the column vector of constraint functions be denoted by
\[ c(e) = \left[ \begin{array}{c} c_1(e_{12},e_{13},\ldots,e_{1q+1},e_{1(q+2)}) \\ \vdots \\ c_{n-(q+1)}(e_{12},e_{13},\ldots,e_{1(q+1)},e_{1n}) \end{array} \right] \]  
where \( e \) is the vector of measurement errors. Now let us explain the notion of independent and dependent constraints. The first two entries in (18) arise from considering relations between the sensor sets \( \{1,2,\ldots,q+1,q+2\} \) and
\{1,2,\ldots,q+1,q+3\}. We could also obtain a relation among
the sensors in the set \{1,2,\ldots,q,q+2,q+3\}, which would be
\(e_1e_{12}e_{13}e_{14}e_{15}\cdots e_{(q+2)}e_{(q+3)} = 0\). This would not
be independent of the first two entries in (18) because it could be
derived from them. In other words, if we did write down this
constraint, it would not give us any more information about the
e_1 that we did not already have. At a very simple level, what
we are saying is that if one has a TDOA involving sensors 1 and 2,
and a second TDOA involving sensors 2 and 3, it is
trivial to obtain the TDOA involving sensors 1 and 3, whether
timing errors are present. The question of which pair of the
three TDOAs it is better to use is almost a nonquestion. We
note that any set of independent constraints could be chosen
and that the particular choice should not influence the way the
iterative algorithm of Section IV behaves, apart from changing
the conditioning of calculations that might be required at each
step of the algorithm.

IV. THE CONSTRAINED OPTIMIZATION APPROACH

The constraints on the measurement errors discussed in
Section III can be used in finding an optimal solution to the
localization problem after formulating the localization problem
as a constrained optimization problem [26], [27]. In this paper,
we will illustrate the proposed concept via a constrained LS
optimization problem. Assuming zero-mean Gaussian errors,
we consider the following objective function:

\[f(e) = \mathbf{e}^T \Sigma^{-1} \mathbf{e} \quad (19)\]

where \(\mathbf{e}\) is a column vector of the errors \(e_{12}, e_{13}, e_{14}, \ldots, e_{1m}\)
and \(\Sigma\) is the error covariance matrix [typically given by (5)].
We want to minimize the cost function (19) subject to the system of
constraints \(g_i(e_{12}, e_{13}, \ldots, e_{(q+1)}, e_{14}) = 0\) for \(i \in \{q+2,\ldots,n\}\) in \(\mathbb{R}^q\). Given the postulate of a Gaussian a priori
density for the measurement errors, we are actually maximizing the
a posteriori density when we minimize (19) subject to the
system of constraints; the system of constraints of course
reflects the measurements.

Note that the cost function (19) is on the actual errors and
would achieve a minimum value of zero if we did not subject
the minimization to the satisfaction of the constraints. Mini-
mizing the LS cost function (19) subject to the constraints is in
principle equivalent to minimizing the (nonlinear LS) TML cost
function given in [14] and [16]. Despite the theoretical similarities
between the two approaches, the practical techniques used
to actually compute the ML target estimate will obviously differ
for the two approaches. The dimensions of the underlying space
in which the iterations are carried out are clearly different and
the initializations are different. Accordingly, it is not surprising
that a key performance measure, viz., the ability to converge to
a solution near the true value, is different. While no absolute
guarantee of such convergence can be given in relation to the
algorithm we will propose, simulations and heuristic reasoning
suggest that in "adverse" geometries, it will perform much better
than TML, while in nonadverse geometries, there is no essential
difference. In fact, in nonadverse localization geometries,
the linear LS methods, e.g., see Remark 2, are likely to compare
favorably with the ML algorithms and are much easier to
implement.

A. Optimization Algorithm Reflecting the Geometrically
Induced Nonlinear Constraints

Due to the nonlinearity of the constraints, we employ the
widely used sequential quadratic programming (SQP) technique
[26], [28] to perform the optimization associated with (19). SQP
mimics Newton’s method for unconstrained optimization. Con-
sider the following objective function \(f(e)\) on the relevant
measurement errors. The function \(f(e)\) captures the desired metric of
the measurement errors to be minimized, e.g., the squared
\(L_2\)-norm. Consider the following general nonlinear pro-
gramming problem:

\[\arg\min_{e} f(e) \quad \text{s.t.} \quad \mathbf{c}(e) = 0 \quad (20)\]

where \(f(e)\) is a given cost function and \(\mathbf{c}(e)\) is the column
vector of constraint functions. In general, the vector of
constraint functions \(\mathbf{c}(e)\) is nonlinear and nonconvex. Thus, the
nonlinear programming methods, which rely on iteration and
initial estimates, are likely to be required. In this chapter, a
method of numerical solution is given to the general nonlinear
programming problem (20). SQP [26], [28] mimics Newton’s
method for unconstrained optimization and is used to solve the
problem (20).

Assume both the Jacobian and the Hessian exist for the
objective and the constraint in (20). The Lagrangian function
associated with the problem (20) is given by

\[\mathcal{L} = f(e) + \lambda^T \mathbf{c}(e) \quad (21)\]

where \(\lambda\) is a column vector of Lagrange multipliers. A minimum
of the Lagrangian (21) occurs when

\[\nabla \mathcal{L} = \begin{bmatrix} \nabla_e f(e)^T + \nabla_e \mathbf{c}(e)^T \lambda \\ \mathbf{c}(e) \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix} \quad (22)\]

for some \(\lambda\) and for some \(e\). It is possible to define an iterative
procedure for finding an optimal error solution and an optimal
Lagrange multiplier vector satisfying (22). The iterations must
begin with an estimate \(e_0\) and \(\lambda_0\). Then, the iteratively updated
estimates of \(e\) and \(\lambda\) are calculated by

\[e_{k+1} = e_k + \alpha_k q_k \quad (23)\]

\[\lambda_{k+1} = \lambda_k + \alpha_k p_k \quad (24)\]

where \(\alpha_k\) is an adjustable step-size parameter (to be discussed
subsequently). Here, \(q_k\) and \(p_k\) are the increments that should
drive \(e_k\) and \(\lambda_k\) toward a solution of (22). The increments can be
obtained by solving a quadratic optimization (sub)problem
that is designed to approximate (20) given an estimate \(e_k\) and
\(\lambda_k\) [29].

At the \(k\)th iteration, let \(e_k\) be an estimate of the optimal error
solution and let \(\lambda_k\) be an estimate of the associated optimal Lagrange
multiplier vector. Then, it is possible to approximate the
problem (20) by the following quadratic programming problem:

\[\arg\min_q \quad \frac{1}{2} q_k^T \mathcal{H} (\mathcal{C}(e_k, \lambda_k)) q_k + \mathcal{J} (f(e_k)) q_k \quad \text{s.t.} \quad \mathcal{C}(e_k) q_k + \mathbf{c}(e_k) = 0 \quad (25)\]
where \( \mathcal{J}(f(e_k)) \) is the Jacobian of the cost function evaluated at \( e = e_k \) and \( \mathcal{H}(\mathbf{L}(e_k, \lambda_k)) \) is the Hessian of the Lagrangian (21) with respect to \( e \) and evaluated at \( e = e_k \) and \( \lambda = \lambda_k \). Moreover, \( \mathcal{J}(c(e_k)) \) is the Jacobian of the constraint vector and \( c(e_k) \) is the column vector of the constraint functions evaluated at \( e_k \). Now consider the Lagrangian of the quadratic approximation (25) that is given by

\[
\hat{L} = \left( \frac{1}{2} \lambda_k^T \mathcal{H}(\mathbf{L}(e_k, \lambda_k)) \lambda_k + \mathcal{J}(f(e_k))^T q_k \right) + \nu_k^T \left( \mathcal{J}(c(e_k)) q_k + c(e_k) \right)
\]

(26)

where \( \nu_k \) is the relevant vector of Lagrange multipliers. Replicating (22) for the Lagrangian (26) leads to the following first-order necessary conditions for a minimum:

\[
\nabla \hat{L} = \begin{bmatrix} \mathcal{H}(\mathbf{L}(e_k, \lambda_k)) q_k + \mathcal{J}(f(e_k))^T q_k + \mathcal{J}(c(e_k))^T \nu_k \\ \mathcal{J}(c(e_k))^T q_k + c(e_k) \end{bmatrix}
\]

\[
= \begin{bmatrix} 0 \\ 0 \end{bmatrix}
\]

(27)

Thus, a solution \( q_k \) and \( \nu_k \) solves the problem (25) if and only if the standard Karush–Kuhn–Tucker (KKT) equations [27] are satisfied with some \( \nu_k \) and \( q_k \). That is, if

\[
G \begin{bmatrix} q_k \\ \nu_k \end{bmatrix} = - \begin{bmatrix} \mathcal{J}(f(e_k))^T \\ c(e_k) \end{bmatrix}
\]

(28)

where

\[
G = \begin{bmatrix} \mathcal{H}(\mathbf{L}(e_k, \lambda_k)) & \mathcal{J}(c(e_k))^T \\ \mathcal{J}(c(e_k)) & 0 \end{bmatrix}
\]

(29)

are satisfied for some \( q_k \) and \( \nu_k \). Note that a solution to the linear system (28) will always exist when the Hessian and the Jacobian of the constraint vector are nonsingular.

The SQP technique seeks to solve the equations provided by the first-order (necessary) optimality conditions using a Newton iteration (or Lagrange–Newton iteration). The algorithm is iterative and terminates when the step change is less than a predetermined tolerance \( \gamma \geq 0 \) such that \( ||e_{k+1} - e_k|| \leq \gamma \) at which point the optimal error estimate is given by \( e_{k+1} \).

The line-search step-size parameter \( \alpha_k \) should be chosen such that \( f(e_k + \alpha_k q_k) \) is minimized, i.e., \( \alpha_k \) should be selected to ensure \( e_{k+1} \) is an improved solution. However, it is often more computationally convenient to find \( \alpha_k \) such that there is a sufficient decrease in \( f(e_k + \alpha_k q_k) \) as opposed to finding the explicit minimum (which is particularly hazardous if \( f(\cdot) \) is non-convex). One possible method of choosing the step parameter \( \alpha_k \) is to find one that satisfies the Wolfe conditions [30], [31] given by

\[
f(e_k + \alpha_k q_k) \leq f(e_k) + c_1 \alpha_k \mathcal{J}(f(e_k))^T q_k
\]

(30)

\[
|\mathcal{J}(f(e_k + \alpha_k q_k))^T q_k| \leq c_2 |\mathcal{J}(f(e_k))^T q_k|
\]

(31)

for some \( 0 < c_1, c_2 < 1 \). The first condition ensures a sufficient decrease is achieved with a given step parameter \( \alpha_k \in \mathbb{R} \), while the second condition ensures that \( \alpha_k \) does indeed lie close to a (local) minimizer of \( f(e_k + \alpha_k q_k) \).

Note that the implementation of SQP considered thus far requires the Hessian to exist and be nonsingular at \( e_k \). If this requirement holds and the Hessian is positive definite in a neighborhood enclosing a critical point and \( e_0 \) is chosen to lie within this neighborhood, then the algorithm converges at a quadratic rate.

A logical choice for the initial error estimate is \( e_0 = 0 \) (assuming zero-mean errors). Considering that the majority of optimization algorithms for localization require an initial estimate of the unknown target location, our formulation offers a simple yet particularly important (problem-invariant) advantage over traditional optimization algorithms. In fact, it is well known that the initial estimate plays a crucial role in the convergence and performance of many traditional optimization algorithms for localization.

B. Following the Optimization

Following the convergence of the optimization algorithm, we have an estimate of the errors. According to the constraints on the measurement errors given in the previous sections and (4), it is this error value subtracted from the corresponding measured range-difference value that results in system consistency along with correction of the data allowing estimation of the true range-difference values. That is, according to (4), if the estimated errors were equal to the true error values, then subtracting these values to the actual measured values of the range differences would result in us knowing the true (and thus geometrically consistent) range differences. Of course, we can only hope to determine an optimal (and geometrically consistent) estimate of the actual measurement error values and hence an optimal estimate of the true range differences.

Once we have estimated the measurement errors and performed the measurement correction as it may be called, it should be possible to solve the overdetermined systems of measurement equations for a geometrically consistent (and optimal in the sense of constrained minimum errors) target location estimate. Closed-form solutions to the general nonlinear TDOA measurement equations are simple to derive and are applicable, e.g., see Remark 2.

C. Estimation Error Covariance

The target position estimate that our approach ultimately seeks to find is equivalent to that which the TML approach seeks to find. Essentially, both approaches rely on different parameterizations of the more general ML estimation problem. The practical techniques used to find that position estimate (i.e., the ML estimate) obviously differ for the two approaches. However, it follows that the bias and variance calculations on the position estimate for TML apply equally to our algorithm at the global minimum (i.e., when our algorithm has converged appropriately). Indeed, it is known [32] that, asymptotically, the variance of an ML estimate approaches the Cramér–Rao bound. Therefore, as the number of measurements increases, the bias of the constrained LS optimization algorithm approaches zero and the variance approaches the Cramér–Rao lower bound. For a finite number of measurements, the specific estimator bias and variance can be determined similarly to [2] for bearing-only
ML localization. See also [33] for a discussion on the error variance of TDOA-based ML localization.

D. Algorithm Assumptions and Robustness Tradeoffs

The algorithm development has so far assumed that the measurement errors were Gaussian in nature. Thus, an LS cost function was utilized to achieve an ML estimation algorithm. The error statistics were assumed to be known accurately and, in particular, the structure of the covariance matrix was required to achieve a true ML estimate. In this section, we discuss the potential of modifying the estimation/optimization algorithm developed in this paper to account for unknown or partially known error statistics or different error distributions.

First, note that as long as the measurement errors are Gaussian and the covariance matrix can be accurately derived using known error statistics, then a true ML estimation algorithm can be formulated as illustrated in this section. Of course, implicit in this statement is the assumption that the error statistics are independent of the true target position.

If the errors are known to be Gaussian but the exact statistics and correlations are not known accurately, then the LS-based algorithm developed in this section can provide a good approximation to the true ML estimator. The identity matrix is potentially the most robust choice for the covariance matrix in the absence of any additional information.

More generally, note that the estimation algorithm developed in this section is adaptable to other cost functions, i.e., other than LS cost functions such as (19). The LS approach is equivalent to the ML approach under Gaussian error assumptions. However, there may be cases when a different cost function (e.g., some $f_p$-norm with $p \neq 2$) is better suited to the problem [34]. For example, the $f_1$-norm is generally considered more robust against large outliers. Note that the geometric constraint is independent of the specific measurement error distribution or statistics. Thus, any chosen cost function can be substituted in place of (19), e.g., when the errors are not Gaussian. In the case of unknown measurement error distributions, the proposed algorithm makes it feasible to experiment (during system calibration) with different cost functions. Essentially, the tradeoff between algorithm robustness and optimality can be tuned by adjusting the cost function.

V. NUMERICAL EXAMPLES

To illustrate our geometrically constrained optimization approach to TDOA-based localization in $\mathbb{R}^2$, we will now explore three localization examples. We compare the quality of the localization solutions obtained from our geometrically constrained optimization approach incorporating a weighted LS cost function (19) (denoted GCLS) against the quality of those obtained via TML implemented using a Gauss–Newton algorithm [14], [16], [20] (denoted TML-GN). We also compare directly with the closed-form solution discussed in Remark 2 and the Cramér–Rao bound; see, e.g., [8] and [18]. The GCLS method is initialized with $\mathbf{e} = \mathbf{0}$ while the TML-GN method (as is common, though perhaps not universal) is initialized with the closed-form pseudo-LS estimate discussed in Remark 2. Both numerical algorithms (i.e., GCLS and TML-GN) are terminated when the size of the step change is below a given tolerance value or when the number of iterations exceeds a given maximum threshold.

Remark 3: Although the stopping criteria for GCLS and TML-GN are of the same form, the iterated estimates (which are not even vectors of the same dimension) and hence the step changes in the algorithm are not of the same nature. In the TML-GN algorithm, the length of the step change can be given by $\delta_{pk} = ||\mathbf{p}_{k+1} - \mathbf{p}_k||$ where $\mathbf{p}_k$ is the position estimate at the $k$th iteration of the Gauss–Newton-based TML-GN algorithm [16]. In the GCLS algorithm, the length of the step change is given by $\delta_{ek} = ||\mathbf{e}_{k+1} - \mathbf{e}_k||$, which is the change in the estimate of the range-difference (TDOA) measurement error vector. However, for a certain fictitious position estimate $\hat{\mathbf{p}}_k$ defined at each step by employing the iterated estimate $\mathbf{e}_k$, it so happens that $\delta_{ek}$ can be related to $\delta_{pk} = ||\hat{\mathbf{p}}_{k+1} - \hat{\mathbf{p}}_k||$, which is of the same nature as $\delta_{pk}$. Details of the fictitious position estimate $\hat{\mathbf{p}}_k$ and the corresponding relationship between $\delta_{ek}$ and $\delta_{pk}$ are given in the Appendix.

Thus, it is this observation that justifies the use of the same stopping criteria for both numerical algorithms.

Remark 4: In the examples below, we contrast problems with good and bad geometry. While these terms have intuitive meaning, it should be noted that the concept of geometry quality can be given quantitative content; e.g., see [35]–[38]. Informally, we note that when the average target range-to-sensor-baseline ratio is large, then the target appears almost collinear with the sensors. In this case, the localization geometry is adversely suited to accurate localization. See also [36]–[38] for an explicit characterization of localization geometries using the Fisher information matrix along with [35] for a discussion on localization sensitivity and conditioning.

The individual timing measurement errors are assumed to be independent Gaussian random variables with a variance given by $\sigma^2_t$. Therefore, the time-difference (or range-difference) measurement errors are correlated and the covariance matrix of the range-difference measurement vector $\mathbf{e}$ is given by (5). The values chosen to represent the error statistics $\sigma^2_t$ in simulation are consistent with the literature; e.g., see [8] and [16].

A. Simulation Case 1

The localization geometry for case 1 is given in Fig. 2. The target’s location is given by $[10\, 30]^T$, while the sensor locations are given by $[0 \, 0]^T$, $[8 - 2]^T$, $[12 - 5]^T$, and $[20 \, 1]^T$, respectively. In Table I, we give the mean location estimate and RMS location error (RMSE) calculated over 10 000 simulation runs with a variance of $\sigma^2_t = 0.004$.

From Table I, we note that the constrained optimization (GCLS) and the TML-GN algorithm perform almost identically (within numerical tolerances). Both numerical algorithms outperform the closed-form technique. In essence, this simulation demonstrates the performance of the three algorithms in a localization geometry that is reasonably suited to accurate localization. Hence, it is not surprising that both numerical localization techniques perform quite well. In the next simulation case, we will demonstrate the performance of the three algorithms in an adverse localization geometry.

In Fig. 3, we plot the RMSE over 10 000 simulation runs for a measurement error variance ranging from $\sigma^2_t = 0.002$ to $\sigma^2_t = 0.004$. 
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Fig. 2. Localization geometry for simulation case 1. In this case, the relative sensor–target geometry is well conditioned for accurate localization because the sensors and the target are not close to collinear.

TABLE I
LOCALIZATION PERFORMANCE FOR SIMULATION CASE 1

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean [x, y]^T</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCLS</td>
<td>[10.00 30.02]^T</td>
<td>0.8837</td>
</tr>
<tr>
<td>TML-GN</td>
<td>[9.99 30.02]^T</td>
<td>0.8959</td>
</tr>
<tr>
<td>Closed-Form (Remark 2)</td>
<td>[10.15 30.09]^T</td>
<td>1.3705</td>
</tr>
</tbody>
</table>

Fig. 3. RMSE performance for simulation case 1 with accurately known sensor locations. The performances of the TML-GN and GCLS algorithm are almost identical because both achieve a true ML estimate. Moreover, both achieve the Cramér–Rao lower bound as seen in the figure where all three RMSE curves essentially fall on top of each other.

The Cramér–Rao bound was computed as in [8] and [37]. No “threshold” level of noise is observed within the considered noise range, above which performance of one or more algorithms collapses; the performances of TML-GN and GCLS are very close, and indeed close to the Cramér–Rao bound for unbiased estimators. Note that for a finite number of measurements (as we have here), both TML and our geometrically constrained formulation for ML estimation do not provide an unbiased estimate [32], [39], and so the similarity to the Cramér–Rao bound performance may not be significant [39]–[42].

The simulations considered thus far in this section are based on the assumption that each sensor’s location is known accurately. In practice, this assumption is potentially unrealistic. We will thus simulate a localization scenario where the sensor locations are known inaccurately. Consider again the true sensor–target geometry illustrated in Fig. 2. The true range-difference values thus correspond to the range differences illustrated in this figure. However, the sensor locations used in the three different localization algorithms are erroneous. The erroneous sensor location values occur because the sensors themselves have not been completely/truthfully self-localized. The erroneous sensor location values used by the sensors (and incorrectly assumed to be accurate) are Gaussian distributed about the true sensor locations with a standard deviation of 0.2 units. Each component (i.e., in both spatial dimensions) of each sensor location is independently corrupted by the relevant Gaussian error. In Fig. 3, we compare the closed form, TML-GN, and the GCLS algorithm by plotting the RMSE over 10,000 simulation runs for the described simulation scenario and for a measurement error variance ranging from \( \sigma_d^2 = 0.002 \) to \( \sigma_d^2 = 0.01 \).

Fig. 4 suggests that inaccurate sensor location values bias the target estimate of all the localization algorithms. The performance of the GCLS and TML-GN algorithms is significantly better than the closed-form linear algorithm. However, none of

0.01 and compare the closed form, TML-GN, GCLS, and the Cramér–Rao lower bound [37].

From Fig. 3, we can again note that in a reasonable localization geometry, both numerical ML techniques perform well and particularly in comparison to the Cramér–Rao bound.
the localization algorithms discussed in this paper are explicitly designed to deal with errors in the employed sensor location values. In particular, the GCLS and TML approaches are not true ML estimators in this case.

**B. Simulation Case 2**

The localization geometry for case 2 is given in Fig. 5. The target’s location is now given by \([10 \ 200]^T\), while the four sensor’s locations are as before and the measurement noise variance is \(\sigma^2_d = 0.004\). We have simply moved the target away from the sensors. The target’s range to the sensor’s baseline ratios is very large and we are essentially faced with a far-field localization problem. The particular location of the target and the long range mean that the target is likely to appear (in a noisy environment) almost collinear with the sensors. The relative sensor–target geometry is obviously adversely suited to accurate localization.

In this simulation case, we illustrate the advantage of our algorithm’s localization-geometry-invariant initialization. This is by no means a trivial advantage. In Table II, we give the location estimate RMS error (RMSE) calculated over 10 000 simulation runs.3

From Table II, we note that the GCLS algorithm clearly outperforms the TML-GN algorithm, which diverged in approximately 1% of the simulation runs. While the closed-form technique cannot “diverge” in the sense defined, its performance is nevertheless unimpressive. The mean location estimate of the GCLS algorithm is quite good. For the simulation runs in which TML-GN diverges, the RMSE value for the GCLS estimate is 49.32.

---

**TABLE II**

LOCALIZATION PERFORMANCE FOR SIMULATION CASE 2

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>GCLS</td>
<td>[10.1 202.5]^T</td>
<td>46.56</td>
</tr>
<tr>
<td>All TML-GN Estimates(^3)</td>
<td>(10^8 \times [0.74 \ 1.28]^T)</td>
<td>(2.09 \times 10^{10})</td>
</tr>
<tr>
<td>Non-Diverging TML-GN(^4)</td>
<td>[10.2 206.5]^T</td>
<td>61.32</td>
</tr>
<tr>
<td>Closed-Form (Remark 2)</td>
<td>[10.4 245.4]^T</td>
<td>897.12</td>
</tr>
</tbody>
</table>

---

**TABLE III**

DIVERGENCE OF THE TML-GN ALGORITHM IN SIMULATION CASE 2 AS A FUNCTION OF THE NOISE LEVEL

<table>
<thead>
<tr>
<th>Variance (\sigma^2_d)</th>
<th>0.002</th>
<th>0.004</th>
<th>0.006</th>
<th>0.008</th>
<th>0.01</th>
</tr>
</thead>
<tbody>
<tr>
<td>Approx. Divergence %</td>
<td>&lt; 0.5</td>
<td>1</td>
<td>3</td>
<td>4</td>
<td>6</td>
</tr>
</tbody>
</table>

---

We believe the accuracy of GCLS stems from its numerical robustness and initialization invariance. In adverse localization geometries, it is not a trivial task to find an initial target location estimate that ensures that the TML algorithm will converge to the optimal solution.\(^4\)

In Fig. 6, we plot the RMSE over 10 000 simulation runs for a measurement error variance ranging from \(\sigma^2_d = 0.002\) to \(\sigma^2_d = 0.01\) and compare the closed form, GCLS, and the Cramér—Rao lower bound for unbiased estimates. The TML-GN algorithm is omitted from the graph because it diverges in too many simulation runs (particularly when the variance is increased) as indicated in Table III. The RMSE axis is plotted on a log-scale in this case.

From Fig. 6, we note that even in an adverse localization geometry, our GCLS algorithm performs well when compared to

---

\(^3\)The TML-GN algorithm has diverged in a number of simulation runs leading to the large RMSE values depicted in Table II. We say an algorithm has diverged when the RMSE value exceeds \(10^6\). Note that this definition of divergence does not generally account for those location estimates that are merely of a very poor solution. Rather, this definition of divergence specifically accounts for both numerical instability of the iterative techniques (which Gauss-Newton is known to exhibit) and divergence of iterative algorithms searching nonconvex surfaces. These algorithms can be affected by local stationary points or minima far removed from the vicinity of the true target location (or possibly minima on the infinite boundaries of the particular surface). In other words, we are trying to characterize those localization scenarios in which the TML algorithm will not generally (or easily) permit a globally optimal solution to found.

---

\(^4\)Note that the difference between the RMSE values for the GCLS and the non-diverging TML-GN estimates (see Table II) could be a result of the employed divergence definition. In principle, if TML-GN converges to the globally optimal target solution, then the RMSE value should be the same as that for GCLS. Indeed, the median error values for GCLS and TML-GN are 24.5 and 25.4, respectively. Thus, the significance of this simulation result is that it shows GCLS can converge to the optimal target location estimate when TML-GN cannot.
necessarily gives an initial error in the estimate of the measurement noise values, which is upper bounded by approximately four or five times the standard deviation of each error. On the other hand, the initial error in the position estimate for TML-GN is geometrically dependent; if, for example, the closed-form estimate is used to initialize the TML-GN iteration, the error could be very large, depending on the condition number of the matrix $\hat{A}$; see Remark 2.

In fact, Table IV compares the averaged (over 10,000 simulation runs) condition number of $\hat{A}$. A comparison of Table IV with Table III shows that this condition number is a good measure of the propensity or otherwise of the TML-GN algorithm to converge.

Of course, the condition number is actually affected by a number of factors each of which contributes to the propensity of TML-GN to diverge. These factors include not only the relative sensor–target geometry but also the measurement noise levels (albeit to a lesser degree). Actually, the measurement noise level is itself a significant factor in the propensity of TML-GN convergence as indicated in Table III, quite apart from its effect on the conditioning of $\hat{A}$ as indicated in Table IV.

### C. Simulation Case 3

The target’s location is given by $[50 \ 200]^T$ and the locations of $n \in \{10, 50, 100\}$ sensors are randomly distributed according to a uniform distribution such that their position components are bounded according to $x \in [0, 100]$ and $y \in [0, 25]$. The localization geometry in this case is random. Thus, in some simulation runs, the geometry is likely to be adversely suited to accurate localization, while in other simulation runs, the geometry might be well suited (or reasonably suited) to accurate localization. Despite the sensor positions being random, we use the best initialization possible, which is independent of the geometry for GCLS and uses the closed-form solution (and thus is geometry dependent) for TML-GN.

In this simulation example, we compare the RMS position errors of GCLS, TML-GN, and the closed-form technique discussed in Remark 2. The measurement noise variance is $\sigma^2_d = 0.004$. The number of sensors $n \in \{10, 50, 100\}$ is increased to illustrate the relative performance of the given localization algorithms in situations involving greater than average numbers of sensors. We also compare the computational expense of our geometrically constrained approach to the Gauss–Newton-based TML approach by finding the mean and median number of iterations required to reach a solution. In Table V, we give the location estimate RMSE calculated over 10,000 simulation runs.

From Table V, we note that the RMSE performance of the GCLS algorithm and the TML-GN algorithm are almost identical on average for this example case when the number of sensors is increased (e.g., above 50). Actually, the difference in the closed-form algorithm’s performance also becomes negligible.
as the number of sensors increases. Indeed, the localization geometry is generally reasonable and thus one would expect most algorithms to perform well. In Table VI, we give the mean and median number of iterations required to reach a solution analyzed over 10,000 simulation runs.

From Table VI, we note that our technique is more computationally expensive than the TML approach using Gauss–Newton. Indeed, the computational expense of the GCLS algorithm grows with the number of sensors because there exists one additional constraint with the addition of each sensor (> 4 in $\mathbb{R}^2$). This additional burden is not particularly present in the Gauss–Newton-based TML algorithm. An interesting point is that particularly relevant is that as the number of sensors increases, the accuracy (measured via the RMSE value) of the closed-form technique (discussed in Remark 2) increases. Moreover, the closed-form technique can be implemented quite efficiently with modern linear algebra software.

### D. General Discussion

From the simulations in $\mathbb{R}^2$, we note that the constrained optimization estimate outperforms the other approaches illustrated in particular in adverse localization geometries. Similar results can be demonstrated for localization systems in $\mathbb{R}^3$.

The TML approach unfortunately suffers from initialization problems and, in general, is not practically suited to localization in such geometries, albeit the underlying goal of TML is to find an optimal location solution. Note the convergence of TML is (in part) dependent on the accuracy of the chosen closed-form method used to initialize TML. Our GCLS algorithm addresses the practical problems inherent in the TML algorithm by removing the effect of the geometry on the initialization routines. That is, our GCLS algorithm initialization is geometry invariant and only depends on the expected values of the measurement errors.

Finally, we remarked previously that although we employ an LS objective function, we are by no means restricted to doing so. The geometric constraint is invariant to the cost function associated with the optimization problem and if it turns out that some other objective is better suited to a given problem then it is straightforward to adapt our approach appropriately. Note that in this case, the GCLS algorithm would bear no relationship to the TML formulated algorithm.

### VI. DIRECTIONS FOR FUTURE WORK

In this section, we discuss some directions for possible future work. First, the proposed algorithm assumes that the sensor locations are known accurately. Hence, it would be practically beneficial to extend the proposed optimal localization algorithm to explicitly account for errors in these (assumed known) sensor location values. Similarly, nonconstant signal propagation speeds could arise in practice, for which the proposed algorithm would yield suboptimal target location estimates. Integrating consideration of such issues into the proposed algorithm is not trivial and illustrates an interesting direction for future work.

The concept of robust localization using geometric constraints is a possible future research direction for which the proposed geometric-constraint-based estimation algorithm is highly suited. That is, it would be helpful to evaluate the performance of different cost functions, i.e., other than the LS cost functions. In this way, robust localization algorithms can be designed to account for unknown or partially known error statistics and different error distribution models. For example, the $\ell^1$-norm is generally considered to be robust against measurement error outliers and is a possible candidate for experimentation.

The relative target–sensor geometry has been rigorously examined for time-of-arrival-based localization in [37]. When considering a remote target where the target’s range-to-sensor-baseline ratio is large, then it is likely that the target will appear approximately collinear with the sensors in the sense that the angle subtended at the target by the two lines joining any two sensors to the target will be very small. The problem of determining an appropriate localization algorithm to employ in a particular scenario is thus a practically significant research question. For example, the closed-form linear LS algorithm may perform well when the number of sensors is large and/or the localization geometry is not adverse to good localization accuracy. However, they are not statistically optimal. Thus, a characterization of the conditions under which a particular algorithm should (or can) perform well would be a significant result.

Another interesting question flows from the fact that algorithms may converge to highly inaccurate solutions. If we assume that our numerical algorithm has converged to a solution, then it would be desirable for one to ascertain whether this solution is in a neighborhood enclosing the correct point. Is it possible to characterize the region of attraction based purely on the geometry of the target and the sensors? Moreover, are there any external or inherent characteristics of the problem that permit one to draw such a conclusion?

### VII. CONCLUDING REMARKS

This paper has introduced a constraint on the passive range-difference measurement errors. The constraint we have derived accounts for the underlying geometry, the measurements, and the nature of the true measurement errors. The constraint allows us to estimate the errors such that the system is consistent...
with the geometrical requirements. The problem is formulated as a constrained optimization problem and the resulting location estimate is compared with the traditional LS (ML) approach. We illustrated that our technique is particularly suited to adverse localization geometries. The constraint is independent of the chosen cost function and the optimization algorithm may be initialized independently of the localization geometry. The comparison shows that from the point of view of guaranteeing localization accuracy, especially in adverse localization geometries, our proposed method is the superior choice for TDOA-based (or RDOA-based) localization especially as compared to TML and the simple closed-form pseudo-LS algorithms.

APPENDIX

A FICTITIOUS POSITION ESTIMATE FOR THE GCLS ALGORITHM

Consider the GCLS algorithm (applied in \(\mathbb{R}^q, q \in \{2, 3\}\)) described in Sections III and IV. Let us denote the true target position as \(p\) and let \(d = [d_{\tilde{1}}, \ldots, d_{\tilde{n}}]^T\) and \(\tilde{d} = [d_1, \ldots, d_n]^T\), where \(n\) is the number of sensors and the actual and measured range-difference terms \(d_{\tilde{i}}, \tilde{d}_{\tilde{i}} = d_i - \tilde{d}_i, \forall i \in \{2, \ldots, n\}\) are as defined in Section III. We assume without loss of generality that sensor 1 is located at the coordinate origin.

As stated in Sections III and IV, the GCLS algorithm employs iterations of the form

\[
e_{k+1} = e_k + \delta e_k
\]

where \(e_k\) is the estimate of \(e = d - \tilde{d}\) obtained at the \(k\)th iteration step. Defining the fictitious estimate \(\delta e_k\) of \(d\) as

\[
d_k = e_k + \tilde{d}
\]

it follows that

\[
d_{k+1} = d_k + \delta e_k.
\]

As discussed in Remark 2, we can define a closed-form geometrical mapping \(M_1\) that maps a vector \(d \in \mathbb{R}^{q-1}\) of range-difference estimates (an estimate of \(d\)) to a target position estimate \(\hat{p} \in \mathbb{R}^q\) (an estimate of \(p\)). Defining the fictitious estimate \(\hat{p}_k\) of \(p\) at the \(k\)th iteration step as

\[
\hat{p}_k = M_1(d_k)
\]

the step change in the fictitious estimate term satisfies

\[
\delta e_{p_k} = \hat{p}_{k+1} - \hat{p}_k = M_1(d_{k+1}) - M_1(d_k).
\]

Therefore, assuming that \(M_1\) is Lipschitz in the (compact) domain of interest \(C \subset \mathbb{R}^{q-1}\) with a certain Lipschitz coefficient \(k_1\), i.e.,

\[
||M_1(d_1) - M_1(d_2)|| \leq k_1 ||d_1 - d_2||, \forall d_1, d_2 \in C
\]

we have

\[
||\delta e_{p_k}|| \leq k_1 ||\delta e_{p_k}||.
\]

The last inequality implies that once \(\delta e_{p_k}\) is below a certain threshold \(\delta > 0\), \(\delta e_{p_k}\) is bounded by \(k_1\).

It can be observed from the equations in Section III leading to Remark 2 that the above Lipschitz assumption is a mild one, unless the sensor distribution geometry is ill conditioned (e.g., all the sensors are collinear). Furthermore, a nominal value for \(k_2\) may be predefined based on the known sensor distribution geometry and \(a \text{ priori}\) information about the target position.
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