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Abstract—This paper presents novel results on the symmetric rigidity matrix. Based on these results, new concepts in rigidity theory are proposed, including the worst-case, and imbalance rigidity indices of planar frameworks. These new indices are scale free and could be useful in rigid network synthesis problems.

I. INTRODUCTION

Recently, graph rigidity has come to play an important role in formation control and network localization problems [1], [2]. In rigidity theory, a framework is an abstract mathematical model of a physical structure, and is defined by a graph and a realization or embedding in some space, typically here $\mathbb{R}^2$. Frameworks can describe a large class of physical structures, such as bridges, organic molecules, sensor network, formation of robotic systems, etc. The question of determining whether a framework is rigid or flexible has been studied extensively in the literature [3]–[5]. The answer involves both combinatorial and geometrical aspects, and is based on the rigidity matrix and for two dimensions at least, Laman’s theorem.

While rigidity may be a requirement in many situations where frameworks are relevant, the simple presence or absence of rigidity will not usually be the sole criterion for judging the efficacy of the framework. For example, among sensor networks, which are normally required to be globally rigid, there are some networks with better capacity than others in terms of robustness and reliability to recover their vertices positions in the presence of range measurement noise. Thus, there is a need for some indices to quantitatively measure formation rigidity, and to compare these quantities among different networks. The authors of [6], [7] proposed two indices called the worst-case rigidity index (WRI) and the mean rigidity index (MRI) computable from the stiffness matrix. In [7], the authors also considered an optimal formation design problem in which links between agents could vary continuously to maximize these indices. In a two-dimensional space, the matrix $M = R^T R$, termed the symmetric rigidity matrix [8], [9] or the vertex rigidity Gramian, always has three zero eigenvalues when the framework is infinitesimally rigid. The fourth smallest eigenvalue of $M$, denoted by $\lambda_4(M)$, is another rigidity index that has been widely used in the literature. Maintaining $\lambda_4 > 0$ is crucial to the formation to maintain its infinitesimal rigidity. For example, based on a weighted version of the symmetric rigidity matrix $M$, the authors of [9] proposed a decentralized rigidity maintenance control law for a multi-robot system. The authors of [10] considered a rigidity optimization problem for mobile robotic systems, in which the robots recursively update their positions to maximize the eigenvalue $\lambda_4$. The authors in [11] demonstrated the connection between a localization robustness problem and a metric of observability, $\lambda_4/\lambda_n$. However, many properties of this proposed metric have not been yet studied.

Although the rigidity matrix $R$ has been widely used, there are fewer analytic results involving the matrices $R^T R$ and $RR^T$. This paper is devoted to studying the matrix $R^T R$. As the first contribution of this paper, we present a further analysis on the eigenvalues and eigenvectors of the vertex rigidity Gramian $M = R^T R$. These results give insights on the physical meaning of the nonzero eigenvalues of $M$, their dependence on the framework’s size and the addition or removal of edges in the framework. The second contribution proceeds from the observation that although various rigidity indices have been proposed in the literature, for almost all indices, the scale of the formation affects the value of the index. For example, each equilateral triangle has a different rigidity index varying quadratically with the length of the triangle side. This fact, to some degree, is counter-intuitive. Thus, as the second and logically separate contribution, we propose two new rigidity indices derived from the matrix $M$, including the worst case Euclidean rigidity index and the imbalance index. Unlike most existing indices in the literature, these new indices are scale free and can be used to effectively compare rigidity between different frameworks. In formation control and network localization problems, the new rigidity indices could be particularly useful in designing rigid formations with consideration to robustness issue.

The rest of this paper is organized as follows. Section II includes the background for this paper. Section III contains further results on the symmetric rigidity matrix. New rigidity indices are defined in Section IV. Finally, some concluding remarks and suggestions for future works are given in Section V.

II. PRELIMINARIES

In this paper, $\mathbb{R}^n$ denotes the $n$-dimensional Euclidean space, $\mathbb{R}^{m\times n}$ is the set of $m$ by $n$ real matrices. We refer to $[A]_k$ and $[A]_{ij}$ as the $k$-th row of matrix $A$ and the
the entry in the \(i\)-th row and \(j\)-th column of matrix \(A\),
correspondingly. We use \(\text{diag}(A_i)_{i=1}^n = \text{diag}(A_1, \ldots, A_m)\)
to define the block diagonal matrix formed from \(m\) matrices
\(A_1, \ldots, A_m\). The \(n\) by \(n\) identity matrix is denoted by \(I_n\),
and \(\otimes\) denotes the Kronecker product.

This section briefly summarizes some definitions from
algebraic graph theory and rigidity theory [2]. Let \(G = (V, E)\)
be an undirected graph with a vertex set \(V = \{1, \ldots, n\}\),
and an edge set \(E \subseteq \{(i, j) : i, j \in V, i \neq j\}\) with \(|E| = m\)
edges. The neighbor set of a vertex \(i \in V\) is defined as
\(N_i := \{j \in V : (i, j) \in E\}\). Further, \(K_n\) will be used to
denote the complete graph in \(n\) vertices.

For each vertex \(i \in V\), we associate \(i\) with a point \(p_i =
[p_i^x, p_i^y]^T \in \mathbb{R}^2\). Then, the formation shape is determined by
a realization \(p = [p_1^x, \ldots, p_n^x]^T \in \mathbb{R}^{2n}\). The graph \(G\)
and a realization \(p \in \mathbb{R}^{2n}\) together define a framework \(F = (G, p)\)
in the two dimensional plane. Two realizations \(p\) and \(p'\) of a
graph \(G\) are similar if there exists a scale factor \(\zeta > 0\) such that
\(\|p_i - p_j\| = \zeta \|p_i' - p_j'\|\), for all \(i, j \in V\). Specifically,
when \(\zeta = 1\), \(p\) and \(p'\) are called congruent.

Let \(H \in \mathbb{R}^{m \times n}\) be the incidence matrix of \(G\) with an
arbitrary edge ordering and orientations and let \(\mathcal{L}(G) =
H^T H\) be the Laplacian matrix of \(G\). For any edge in \(E\) which is
consistent with the construction of \(H\), let \(z_k = p_j - p_i\) and
d\(a_k = \|z_k\|, k = 1, \ldots, m\). In this paper, \(z_k\) is sometimes
used to refer to a corresponding edge in \(E\) without ambiguity.
If two edges \(z_i, z_j \in E\) share a common vertex and have
opposite (same) directions relative to their shared vertex,
we call \(z_i, z_j\) positively (negatively) adjacent and denote
\(z_i \sim^+ z_j\) (resp., \(z_i \sim^- z_j\)). Note that an edge is not adjacent
to itself.

Define \(z = [z_1^T, \ldots, z_m^T]^T \in \mathbb{R}^{2n}\); then we have \(z =
(H \otimes I_2) p\). Also, let \(f_G : \mathbb{R}^{2n} \mapsto \mathbb{R}^m\),
\(f_G(p) := (\|p_i - p_j\|^2)_{(i,j) \in E} = (\|z_1\|^2, \ldots, \|z_m\|^2)^T\),
be the edge function of the framework \(F = (G, p)\); The
rigidity matrix \(R \in \mathbb{R}^{m \times 2n}\) is defined as the Jacobian matrix
\(R = \frac{1}{2} \partial f_G(p) / \partial p\). A framework \(F\) is infinitesimally rigid if
and only if \(\text{rank}(R) = 2n - 3\) [2]. Note that \(R\) can be
written as
\[ R = D(z)^T (H \otimes I_2), \]
where \(D(z) = \text{diag}(z_i)_{i=1}^m \in \mathbb{R}^{2n \times m}\). The symmetric
rigidity matrix [9] is defined as follow
\[ M := R^T R \in \mathbb{R}^{2n \times 2n}. \]
The matrix \(M\) is symmetric and positively semidefinite.
Although the rigidity matrix \(R\) is widely used in infinitesimal
rigidity theory, there is a less use of the symmetric rigidity
matrix. The next section focuses on investigating some
properties of the matrix \(M\).

III. THE SYMMETRIC RIGIDITY MATRIX

A. Physical meaning of eigenvectors of the symmetric rigid-
ity matrix

Consider a framework \(F = (G, p)\) in the plane with
the rigidity matrix \(R\). Let \(\lambda_k, k = 1, \ldots, 2n\), denote the \(k\)-th
eigenvalue of \(M\) and \(v_k, k = 1, \ldots, 2n\), be its corresponding
eigenvector. Further, let \(v_k = [v_k^1, \ldots, v_k^n]^T\), where each
\(v_k^i\) is a 2-vector. For convenience, we assume that \(2n\) eigen-
values of \(M\) are ordered as follows \(\lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_{2n}\).
We have the following fact.

Theorem 1: [8] Consider a framework \(F = (G, p)\) in
the plane, with the rigidity matrix \(R \in \mathbb{R}^{m \times 2n}\) and let
\(M = R^T R \in \mathbb{R}^{2n \times 2n}\). Then,
(i) \(\text{rank}(M) \leq 2n - 3\), or \(M\) has at least three zero
eigenvalues;
(ii) \(\mathcal{N}(M) = \mathcal{N}(R)\);
(iii) The framework \(F\) is infinitesimally rigid if and only if
\(\text{rank}(M) = 2n - 3\). Equivalently, the fourth smallest
eigenvalue \(\lambda_4\) of \(M\) is positive.

Three eigenvectors associating with three zero eigenvalues
of \(M\) span the null space of the rigidity matrix \(R\) and can
be found as [10]:
\[ v^1 = [1 \quad 0 \quad 0 \quad \ldots \quad 0 \quad 0]^T, \]
\[ v^2 = [0 \quad 1 \quad 0 \quad \ldots \quad 0 \quad 1]^T, \]
\[ v^3 = [-p_1^y \quad p_1^x - p_2^y \quad p_2^x \quad \ldots \quad p_m^x \quad p_m^y]^T. \]
Observe that \(v^1\) and \(v^2\) are orthogonal, while \(v^3\) is not
orthogonal to either \(v^1\) or \(v^2\). By using the Gram-Schmidt
process, we construct from \(v^3\) a vector orthogonal to both
\(v^1\) and \(v^2\) as follows:
\[ v^3 = v^3 + \hat{p}^y v^1 - \hat{p}^x v^2, \]
where \(\hat{p}^y = \frac{1}{n} \sum_{i=1}^n p_i^y\) and \(\hat{p}^x = \frac{1}{n} \sum_{i=1}^n p_i^x\) are correspondingly
\(x\)- and \(y\)-coordinates of the formation’s centroid.

Intuitively, if we regard each vector \(v^1, v^2, v^3\) as a
stacking of 2-vectors associated with \(n\) vertices and those 2-
vectors are velocities at the nodes in question, the framework
will translate along the \(x\)-, \(y\)-axes with unit speed, or rotate
around its centroid, respectively.

Next, we will give a physical interpretation of the eigenvectors
of the matrix \(M\) based on the study of statics for
frameworks. Consider the framework as an actual physical
object whose edges are straight and comprise stiff rods
connected by articulated joints at the vertices. A stress is
a set of scalars \(w = [w_{ij}]_{(i,j) \in E}\) defined for each edge in
the graph [5]. An equilibrium stress of a framework is a
collection of scalars \(w_{ij}\), one for each edge \((i, j)\) of \(G\), such that
\[ \sum_{j \in N_i} w_{ij} (p_j - p_i) = 0, \quad \forall i = 1, \ldots, n. \]
More specifically, \(w_{ij} (p_j - p_i)\) can be understood as the force
exerted by the rod on the vertex \(p_i\) along the rod \((i, j)\). The scalar
\(w_{ij}\) gives the magnitude of the force per unit length.
The force is called a tension in the rod if \(w_{ij} < 0\), and a
compression if \(w_{ij} > 0\).

A stress is called trivial when \(w_{ij} = 0, \forall (i, j) \in E\).
Moreover, a framework is termed stress free if it admits only
the trivial stress.

Remark 1: A framework is stress free if and only if
\(\text{rank}(R) = m\), the number of edges of the framework [4].
Let \(F\) be an infinitesimally rigid framework, so that we
have \(\text{rank}(R) = 2n - 3\). Thus, the necessary and sufficient condition for \(F\) to be stress free is \(m = 2n - 3\), i.e. that \(F\) is minimally infinitesimally rigid.

For each eigenvector \(v^k = [v^k_1, \ldots, v^k_n]^T \in \mathbb{R}^{2n}\) of the matrix \(M\),
\[
Mv^k = R^T Rv^k = \lambda_k v^k.
\]
Let \(w = Rv^k \in \mathbb{R}^{m}\), it follows that
\[
Mv^k = R^T (Rv^k) = R^T w = \lambda_k v^k, \quad k = 1, \ldots, 2n. \quad (3)
\]
We can write \(w = [w_{ij}]_{(i,j) \in E} \in \mathbb{R}^{m}\), and (3) can be expressed as
\[
\sum_{j \in N_i} w_{ij} (p_i - p_j) = \lambda_k v^k_i, \quad (4)
\]
where \(i = 1, \ldots, n\) and \(k = 1, \ldots, 2n\). Now, we regard each vector \(v^k\) as a stacking of 2-vector forces associated with each of the \(n\) joints of the framework.

For each eigenvector \(v^k\), \(k = 1, 2, 3\), corresponding to a zero eigenvalue of \(M\), we have \(Mv^k = 0v^k = 0\), \(k = 1, 2, 3\). It follows from \(\mathcal{N}(M) = \mathcal{N}(R)\) that \(w = Rv^k = 0\). Therefore, \(w\) immediately satisfies (2) and we have a trivial stress in this case.

Next, supposing that \(F\) is infinitesimally rigid, we focus on the nonzero eigenvalues \(\lambda_k\), \(k = 4, \ldots, 2n\), and their corresponding eigenvectors of \(F\). A vector \(F = [F^T_1, \ldots, F^T_n]^T \in \mathbb{R}^{2n}\) is an equilibrium force if
\[
\sum_{i=1}^{n} F_i = 0, \quad (5)
\]
\[
\sum_{i=1}^{n} p_i \times F_i = 0. \quad (6)
\]
where \(\times\) denotes the cross product. The two conditions together imply that the sum of the forces \(F_i\) is zero and the moments about any axis is zero. We say that \(F\) is a resolvable force for \(F = \mathcal{G}(p)\) if there exist scalars \(w_{ij}\), one for each edge \((i, j)\) of \(F\), such that
\[
F_i + \sum_{j \in N_i} w_{ij} (p_i - p_j) = 0, \quad (7)
\]
There is a connection between the concepts of equilibrium force and resolvable force.

**Lemma 1:** [4, Proposition 4.3] Suppose \(F = \mathcal{G}(p)\) is a framework in \(\mathbb{R}^2\) where \(p_1, \ldots, p_n\) are not collinear. Then \(F\) is infinitesimally rigid in \(\mathbb{R}^2\) if and only if every equilibrium force for \(p\) is a resolvable force for \(F\). Moreover, each equilibrium force is uniquely resolvable if and only if \(F\) is minimally infinitesimally rigid.

Equation (4) can be rewritten as
\[
-\lambda_k v^k_i + \sum_{j \in N_i} w_{ij} (p_i - p_j) = 0, \quad \forall i = 1, \ldots, n. \quad (8)
\]
Let \(F_i = -\lambda_k v^k_i, i = 1, \ldots, n\) and \(F = [F^1_1, \ldots, F^1_n]^T = -\lambda_k v^k\). Based on Lemma 1 and above analysis, we have proved the following result.

**Theorem 2:** Given an infinitesimally rigid framework \(F\) in a plane. Each vector \(F = -\lambda_k v^k (k = 4, \ldots, 2n - 3)\) is a resolvable force, where \(v^k\) is the eigenvector corresponding to a nonzero eigenvalue of the symmetric rigidity matrix \(M\) of \(F\).

Observe further that (8) can be rewritten as
\[
-v^k_i + \lambda_k^{-1} \sum_{j \in N_i} w_{ij} (p_i - p_j) = 0, \quad \forall i = 1, \ldots, n, \quad (9)
\]
where \(w_{ij}\) depends on \(v^k\), i.e. \(w_{ij} = w_{ij}(v^k)\). Thus, if a force is applied to the framework along the eigenvector direction \(v^k\), it yields a corresponding stress in the framework. The magnitude of the stress is proportional to \(\lambda_k^{-1}\). Loosely speaking, \(\lambda_k\) characterizes the robustness of the framework along the eigenvector direction.

Further, consider an arbitrary external force vector \(v \in \mathbb{R}^{2n}\). Since the nullspace and the row space of \(M\) are always orthogonal and they together span whole \(\mathbb{R}^{2n}\), \(v\) can always be decomposed into two orthogonal vectors:
\[
v = v_{\text{null}} + v_{\text{row}}, \quad (10)
\]
where \(v_{\text{null}}\) is in \(\mathcal{N}(M)\) and \(v_{\text{row}}\) is in the row space of \(M\). Then, \(v_{\text{null}}\) is associated with trivial stresses and congruent motions of the framework, while \(v_{\text{row}}\) is an equilibrium force and can be decomposed further into \(2n - 3\) eigenvector directions.

**Example 1:** Consider a \(K_3\) equilateral triangle framework (each side’s length is 1). Since the graph is \(K_3\), it is minimally infinitesimally rigid. Thus, \(M\) has six linearly independent eigenvectors. Three eigenvectors corresponding to zero eigenvalues are in \(\mathcal{N}(M)\). We focus on three eigenvectors \(v^k = [v^k_1, v^k_2, v^k_3]^T \in \mathbb{R}^6\) corresponding to \(\lambda_1, \lambda_5, \lambda_6 > 0\). The force vectors \(F_i = -\lambda_k v^k_i\) corresponding to \(p_i, i = 1, 2, 3\), are depicted in Fig. 1.

In equilateral triangle frameworks, we have \(\lambda_4 = \lambda_5 = \frac{1}{2}\lambda_6\) (see Fig. 2). Suppose that each bar of the framework has a same stiffness limit independence of the length. Then, if we provide a force along the direction as depicted in Fig. 1c to break the framework, we need more effort than the directions of Fig. 1a and Fig. 1b. Consequently, the minimization of \(\|\lambda_i - \lambda_j\|, 4 \leq i < j \leq 2n\), implies that the sensitivity of the realized rigid graph along each eigenvector direction are distributed in a more balanced way.

**B. Influence of the framework’s scale, translation, orientation, and edge addition on the eigenvalues of the symmetric rigidity matrix**

The following Lemma characterizes the influence of the eigenvalues of the matrix \(M\).

**Lemma 2:** The eigenvalues of the symmetric rigidity matrix \(M\) associated with a framework \((G, p)\) are invariant to translation, rotation and reflection of the framework.

The proof of Lemma 2 is trivial and will be omitted. We will investigate the influence of the scale and the edge addition in the remainder of the subsection.

Since a framework is defined based on a graph and a realization in the space, the eigenvalues of \(M\) depends on both the vertex positions and the associated graph. The following fact characterizes the influence of framework’s scale on the eigenvalues of the symmetric rigidity matrix.
Theorem 3: Consider two frameworks $F_1 = (G, p)$ and $F_2 = (G, q)$, which have the same graph $G = (V, E)$. Let $R_1, R_2$ be correspondingly rigidity matrices of $F_1$ and $F_2$. Denote the eigenvalues of $M_1 = R_1^T R_1$ and $M_2 = R_2^T R_2$ by $\lambda_1 \leq \ldots \leq \lambda_{2n}$ and $\lambda_1' \leq \ldots \leq \lambda_{2n}'$. If $F_1$ is similar to $F_2$ by a scale factor $\zeta > 0$, we have

$$\lambda_i = \zeta^2 \lambda_i', \quad \forall i = 1, \ldots, 2n.$$  \hfill (11)

Proof: Since $F_2$ is similar to $F_1$ by a scale factor $\zeta > 0$, there exists a matrix $\Omega \in \mathbb{R}^{2 \times 2}$, $\Omega^T \Omega = I_2$, such that

$$z^T_k = \Omega \lambda_k' z^T, \quad k = 1, \ldots, m.$$  \hfill (12)

From (1) and (12), we can write

$$R_1 = \text{diag}(z^T_i)^m_{i=1} \geq (H \otimes I_2)$$

$$= \zeta (\Omega \otimes I_m) \text{diag}(z^T_i)^m_{i=1} (H \otimes I_2)$$

$$= \zeta (\Omega \otimes I_m) R_2.$$  \hfill (13)

Since $\Omega^T \Omega = I_2$, it follows that $M_1 = R_1^T R_1 = \zeta^2 R_2^T R_2 = \zeta^2 M_2$. The result is then immediate.

IV. THE NEW RIGIDITY INDICES

In the literature, there are several works on rigidity maintenance that considered the fourth smallest eigenvalue of $M$, $\lambda_4$, as an index of rigidity and tried to maximize $\lambda_4$. However, it appears from one point of view at least that $\lambda_4$ is not the best variable to measure framework’s rigidity. This argument will be made clear from the following example.

Let us consider two triangle frameworks which are similar with the scale factor $\zeta$. Theorem 2 suggests that by increasing $\zeta$, $\lambda_4$ will be quadratically increased. If we consider $\lambda_4$ as the measure of rigidity, it follows that a bigger triangle framework is more rigid than a smaller one. Thus, $\lambda_4$ alone is not a good index to compare the degree of rigidity between different frameworks, since $\lambda_4$ depends on framework’s size. Instead of $\lambda_4$, let us define a new measure of rigidity.

Definition 1: The worst-case rigidity index of a framework $F = (G, p)$, denoted by $\chi$, is the ratio between the fourth smallest eigenvalue to the summation of all
eigenvalues of the symmetric rigidity matrix $M$,

$$
\chi = \frac{\lambda_4}{\sum_{i=1}^{2n} \lambda_i} = \frac{\lambda_4}{\text{tr}(M)}.
$$

(15)

It follows from Definition 1, for any framework, $\chi = 0$ means that the framework is not infinitesimally rigid. Moreover, $\chi$ is scale free as stated in the following Proposition.

**Proposition 1:** Consider two frameworks $F_1 = (G, p)$ and $F_2 = (G, q)$ satisfying condition (11) in Theorem 3. Let $\chi_1, \chi_2$ be worst-case rigidity indices of $F_1$ and $F_2$ accordingly. Then $\chi_1 = \chi_2$.

**Proof:** It follows from Theorem 3 that the eigenvalues of $M$ and $M'$ satisfy $\lambda_i = \zeta^2 \lambda'_i$, $\forall i = 1, \ldots, 2n$. Hence,

$$
\chi_1 = \frac{\lambda_4}{\sum_{i=1}^{2n} \lambda_i} = \frac{\zeta^2 \lambda'_4}{\sum_{i=1}^{2n} \zeta^2 \lambda'_i} = \frac{\lambda'_4}{\sum_{i=1}^{2n} \lambda'_i} = \chi_2,
$$

or i.e., all similar frameworks have the same degree of rigidity.

> It is worth mentioning that $\sum_{i=1}^{2n} \lambda_i = \text{tr}(M) = \sum_{i=1}^{n} \sum_{j \in N_i} d_{ij}^2 = 2 \sum_{i=1}^{n} d_{i0}^2$. As discussed in Section 3, each eigenvector of $M$ represents a direction to decompose an applied force and the inverse of each nonzero eigenvalue of $M$ represents the sensitivity of $M$ along each eigenvector direction of the framework. Consequently, $\chi = \frac{\lambda_4}{\text{tr}(M)}$ characterizes how rigid $F$ is along the most sensitive direction. Since $\chi$ is scale free, we can compare the worst-case rigidity between frameworks.

Motivated from the observation in Example 1, it is reasonable to search for a graph that has balanced sensitivities along all eigenvector directions of the framework. To this end, we now propose the concept of imbalance index.

**Definition 2:** The imbalance index $\xi$ is defined as the ratio between the fourth eigenvalue and the largest eigenvalue of the symmetric rigidity matrix $M$,

$$
\xi = \frac{\lambda_4}{\lambda_{2n}}.
$$

(16)

The imbalance index $\xi$ is also scale-free. Furthermore, $\xi = 0$ when $F$ is not rigid and $0 < \xi < 1$, otherwise.

Now, we try to find a bound for eigenvalues of $M$. For that, we recall two useful lemmas.

**Lemma 3:** [12, Theorem 1.3.22] The symmetric rigidity matrix $N = RR^T$ and the matrix $M = R^T R$ have the same nonzero eigenvalues with the same multiplicities.

**Lemma 4:** [13, Theorem 2] Consider a symmetric matrix $A \in \mathbb{R}^{n \times n}$. Furthermore, let $\lambda_{\min}$ and $\lambda_{\max}$ be the smallest and largest eigenvalue of $A$, respectively. Then,

$$
|\lambda_{\max} - \lambda_{\min}| \geq \max_{1 \leq i < j \leq n} \sqrt{[A]_{ii} - [A]_{jj}}^2 + 4 [A]_{ij}^2.
$$

**Proposition 2:** Consider an infinitesimally rigid framework with $n$ vertices and $m \geq 2n - 3$ edges. Then the largest eigenvalue of the matrix $M$, $\lambda_{2n}$, satisfies

$$
\lambda_{2n} \geq 2 \max_{1 \leq i < j \leq m} \sqrt{(d_{ii} - d_{jj})^2 + (d_{ij} \cos \theta_{ij})^2},
$$

(17)

$$
\lambda_{2n} \leq d_{\max} \lambda_{\max}(L(G)).
$$

(18)

where $\cos \theta_{ij} = \frac{z_i^T z_j}{\|z_i\| \|z_j\|}$, $d_{\max} = \max_{i=1, \ldots, m} d_i$, and $\lambda_{\max}(L(G))$ is the largest eigenvalue of $L(G)$.

**Proof:** From Lemma 3, the nonzero eigenvalues of $M = R^T R$ are the same as those of the matrix

$$
N = RR^T = D(z)(H \otimes I_2)(H^T \otimes I_2)D(z)^T = \text{diag}(z_i)_{i=1}^m (HHT \otimes I_2)\text{diag}(z_i)_{i=1}^m.
$$

The entries of $N$ are given by

$$
[N]_{ij} = \begin{cases} 
2 \frac{z_i^T z_j}{\|z_i\|}, & i = j, \\
\zeta_i z_j, & z_i \sim z_j, \\
-\zeta_i z_j, & z_i \sim z_j, \\
0, & \text{otherwise}.
\end{cases}
$$

Based on Lemma 4, since $z_i z_j = d_{ij}^2 / \|z_i\| \|z_j\| = d_{ij} \cos \theta_{ij}$, we have $\lambda_{\max}(N) - \lambda_{\min}(N) \geq 2 \max_{1 \leq i < j \leq m} \sqrt{(d_{ii}^2 - d_{jj}^2)^2 + (d_{ij} \cos \theta_{ij})^2}$.

Observe that when $m > 2n - 3$, since $N$ has rank $2n - 3$, it has at least one zero eigenvalue 0. Thus, $\lambda_{\min}(N) = 0$, $\lambda_{\max}(N) = \lambda_{\max}(M) = \lambda_{2n}(M)$, and it follows that

$$
\lambda_{2n}(M) \geq 2 \max_{1 \leq i < j \leq m} \sqrt{(d_{ii}^2 - d_{jj}^2)^2 + (d_{ij} \cos \theta_{ij})^2}.
$$

Finally, the inequality (18) is from [14, Corollary 1].

![Fig. 2: Eigenvalues and rigidity indices of a $K_3$ equilateral triangle framework side $a$.](image)

To end this section, we will use Proposition 2 to roughly estimate $\chi$ in two simple examples. Consider an equilateral triangle framework with $K_3$ underlying graph and each side’s length is $a$ as depicted in Fig. 2. Then, $m = 3 = 2 \times 3 - 3$. It follows from Proposition 2 that $\lambda_4(M) - \lambda_4(M) \geq a^2$. In this case, $\text{tr}(M) = 6a^2$. Thus, $6a^2 = \lambda_0(M) + \lambda_2(M) + \lambda_4(M) > a^2 + 3\lambda_4(M)$. It follows that $\lambda_4(M) < 5a^2 / 3$ and $\chi(M) < 5 / 18$. Calculation shows that $\chi(M) = 1 / 9$.

Next, consider a square framework (each side’s length is $a$) with $K_4$ graph as in Fig 3. Since $m = 6 > 2 \times 4 - 3 = 5$, applying Proposition 2 yields, $\lambda_0(M) \geq 2\sqrt{2}a^2$. Thus, $\chi = \lambda_4 / \text{tr}(M) \leq (\text{tr}(M) - \lambda_0(M))/(4\text{tr}(M)) = (8 - \sqrt{2}) / 32$. Exact calculation shows that in this case $\chi(M) = 1 / 8$. We can compare $\chi$ with two other cases, where the graph is $K_4$ removing one edge and have the same square realization, see Fig. 4–Fig. 5. Observe the eigenvalues are decreased in these cases, which is consistent with Theorem 4.

Given that the number of vertices in the graph is given, it is desired to find the framework with the largest worst-case rigidity indices. Then, the network design process could be done in a look-up manner. We state here a conjecture on determining the framework with the largest worst-case rigidity index $\chi_{\max}$.

**Conjecture 1:** If the framework $F = (K_{m \times p})$ is infinitesimally rigid and its realization forms a convex polygon of $n$
vertices, $\chi$ and $\xi$ are maximized when the realization is an $n$-regular polygon.

It is noted that Conjecture 1 rules out all cases when the framework’s realization is not a convex $n$-polygon. An analytic solution for Conjecture 1 requires treatment for all possible realizations of $\mathcal{F}$ in the plane.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we developed some properties of the rigidity matrix $M = R^T R$ and proposed two new rigidity indices from $M$, namely the worst-case rigidity index $\chi$ and the imbalance index $\xi$. These indices are scale-free and can be used as a tool to compare rigidity between frameworks.

For future work, we are now working to unite the analysis on the eigenvalues of the matrix $M$ with these new rigidity indices; in particular, we would like to understand how the new indices vary when an edge is added to a graph. All results in this paper are valid in two dimensions and could be extended into three dimensions. Also, the inequalities in Proposition 2 still need to be improved. A possible direction is looking at the gap between the two largest eigenvalues of the symmetric rigidity matrix. Conjecture 1 is difficult to prove completely, however, it may be experimentally verifiable by exhaustive testing by computers. Finally, applications of the new rigidity indices will be further studied, especially in optimal network design problems.
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