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Abstract—Motivated by problems of modeling high dimensional time series, this paper considers time-invariant, discrete-time linear systems which have a larger number of outputs than inputs, with the inputs being independent stationary white noise sequences. Moreover, different outputs are measured at different rates (in economic modeling, it is common that some variables are measured monthly and others quarterly). In particular, the paper focuses on the case where the number of measurements is extremely large compared to the number of inputs. In the current paper, our ultimate goal is to identify the parameter matrices of such systems from outputs covariance data. To achieve this main goal and avoid excessively high dimensionality in the model, we use the notion of static factor, which roughly is a special subvector of the latent vector i.e. those parts of output vector remaining after removal of contaminating additive noise in the measurement. Since the model associated with the static factor is periodic in the output parameters, we use the well-known technique of blocking to obtain a blocked linear time-invariant system associated with this model. It is illustrated that this blocked system is generically zero-free. Then we use the spectral factorization technique to obtain the parameter matrices associated with the blocked system. These parameter matrices can be obtained by a finite number of rational calculations from the spectral matrix due to the generic zero-freeness of all spectral matrices. Finally, we use the parameter matrices associated with the blocked system to obtain the parameter matrices associated with the static factor and ultimately those of the original underlying unblocked system.

I. INTRODUCTION

In different applications, one has to deal with dynamic systems with a larger number of measured outputs than inputs. For instance, in generalized dynamic factor models (GDFMs) [1] which arise in the field of econometric modeling, usually the number of collected data sequences (measured scalar output processes in the systems and control terminology) is much larger than the number of shocks (scalar white noise input sequences in the systems and control terminology)1. It is also very common in econometric modeling to measure outputs at different rates. For instance, some measured outputs may be obtained monthly while some others may be collected quarterly or even annually.

Even though the authors of this work have been interested in properties of these systems due to their application in GDFMs, the paper does not focus on the application problem, but rather on the underlying system theoretic issues involved with tall multirate systems.

In the context of GDFMs, latent variables i.e. those parts of output data remaining after removal of contaminating additive noise in the measurement, are modeled by linear time-invariant finite-dimensional systems with unobserved white noise input. In the single-rate setting i.e. when all latent variables are available at the same rate, it is shown that these systems are generically zero-free [2], [3] and [4]. This means that the latent variables can be modeled as a singular autoregressive process whose parameters can be straightforwardly identified using Yule-Walker equations from covariance data [5].

In contrast to the single-rate case, the multirate case i.e. when one or more latent variables are provided at different rates, is more complicated. In reference [6], the authors use the blocking or lifting technique to study the zeros of blocked linear time-invariant systems associated with the underlying unblocked multirate system. The authors in [6] specify a situation under which the blocked system is generically zero-free. Then along the same lines, the authors of [7] study a regular autoregressive model operating at the highest sampling frequency and use the modified extended Yule-Walker equations to identify the model parameters from the population second moments which can be observed in principle 2. Note that the technique used in [7] is inspired from the method of extended Yule-Walker equations initially introduced in [8]. It is worthwhile mentioning that the results of [7] are also applicable to a class of singular autoregressive models. In [9], the authors study identifiability for another class of singular autoregressive systems.

The approaches discussed in [7] and [8] are effective, apart from possibly one issue. When the size of the measured outputs vector becomes extremely large, direct use of these approaches may not be practical for identifying the underlying system parameters from the covariance matrix associated with the latent variables. In an autoregressive model, for example, the coefficient matrices will each contain $l^2$ real parameters, where $l$ is the output dimension. This paper deals with the problem by showing how to use the notion of static factor to handle problems involved with having large cross-sectional dimension in the measurements.

1In this paper we mostly use the systems and control jargon.

2Second order moments which are observed 'in principle' are those obtainable from sample statistics when the number of samples goes to infinity.
when identifying the underlying system parameters from the output covariance data. Even though the static factor has been used for identifying the parameter matrices of the original underlying system when all measured outputs are available at all times i.e. single-rate case [5], the study of the minimal static factor in the multirate case is not a trivial extension of available results in the single-rate case. In the multirate case the latent vector consists of two parts, viz. the fast part and slow part, with one stacked over the other. The static factor can be easily obtained from the latent vector through some linear operations and almost always has a much smaller dimension compared to the original output vector. In particular, in this paper we separately define the static factor for the fast and the slow parts of the latent vector. These have dimensions equal to rank of the zero-lag covariance matrix of the fast part and slow part, respectively. We refer to them as the fast minimal static factor and the slow minimal static factor throughout the paper. It is worthwhile mentioning that by defining the static factor for the fast part and the slow part separately, the resultant static factor is not necessarily of dimension equal to the rank of the zero-lag covariance matrix of the whole (fast plus slow part) latent vector. The latter is due to the fact the even though components of slow minimal static factor (fast minimal static factor) are linearly independent from each other, they may linearly depend on the components of fast minimal static factor (slow minimal static factor).

In this paper, we first obtain the model associated with the static factor; we refer to this model as the static factor model. We then use the frequency domain approach to identify the system parameters of the static factor model from the spectral matrix of its associated blocked system. We finally show situations under which the parameters of the original underlying system can be obtained from the parameter matrices of the associated static factor model.

This paper is structured as follows. In the next section the main results of the paper are presented. First, in Subsection II-A, we illustrate a procedure for obtaining a system model associated with the static factor from the original underlying system. The blocking technique is then used to obtain the blocked system corresponding to the static factor model. It is demonstrated that the blocked system associated with the static factor model and the blocked system related to the original underlying system have the same pole characteristic while we study a relation between their zero properties in Subsection II-B. It is shown in Subsection II-B that tall blocked systems associated with the static factor model are generically zero-free. Then we use the zero-free property to obtain the parameter matrices of the blocked system associated with the static factor model using the well-known technique of spectral factorization. Since the spectral factorization only delivers the system parameters of the blocked system, we then show how the parameter matrices of the static factor model and ultimately those of the original underlying unblocked system can be obtained from the parameter matrices of the blocked system in Subsection II-D. Finally, concluding remarks are provided in Section III.

II. MAIN RESULTS

In this section we provide the main results of the current paper. First, we introduce the notion of the static factor. Then we use the well-known technique of blocking to transfer the multirate static factor model into a blocked linear time-invariant system.

A. Problem formulation

We suppose that there exists an underlying stable system operating at the highest sample rate. Let the dynamics of this system be described by:

\[
x_{t+1} = Ax_t + Bu_t,
\]

\[
y_t = Cx_t + Du_t,
\]

where \( x_t \in \mathbb{R}^n \), \( y_t \in \mathbb{R}^l \) and \( u_t \in \mathbb{R}^m \) is the state, the output and the input, accordingly. For this system, \( y_t \) exists for all \( t \). However, we are interested in the situation where not every entry is measured for all \( t \). In particular, we consider the case where \( y_t \) has components that are observed at different rates. For simplicity, in this paper we consider a case where outputs are provided at two rates which we refer to as the fast rate and the slow rate.

Without loss of generality we decompose \( y_t \) as\( y_t = \begin{bmatrix} y_t^f \\ y_t^s \end{bmatrix} \) where \( y_t^f \in \mathbb{R}^{l_f} \) is observed at all \( t \), the fast part, and for some positive integer \( N \), \( y_t^s \in \mathbb{R}^{l_s} \) is observed at \( t = 0, N, 2N, \ldots \), the slow part; also \( l_f > 0, l_s > 0 \) and \( l_f + l_s = l \). Accordingly, we decompose \( C \) and \( D \) as:

\[
C = \begin{bmatrix} C_f \\ C_s \end{bmatrix}, \quad D = \begin{bmatrix} D_f \\ D_s \end{bmatrix}.
\]

Thus, the multirate linear system corresponding to what is measured has the following dynamics:

\[
x_{t+1} = Ax_t + Bu_t \quad t = 0, 1, 2, \ldots \n\]

\[
y_t^f = C_f x_t + D_f u_t \quad t = 0, 1, 2, \ldots \n\]

\[
y_t^s = C_s x_t + D_s u_t \quad t = 0, N, 2N, \ldots \n\]

Now, let us consider the zero-lag covariance matrices associated with the fast and the slow components of \( y_t \)

\[
E[y_t^f y_t^f^T] \triangleq R_t^f(0),
\]

\[
E[y_t^s y_t^s^T] \triangleq R_t^s(0).
\]

Let us suppose that \( \text{rank}(R_t^f(0)) = r^f \) and \( \text{rank}(R_t^s(0)) = r^s \). There exist full-column rank matrices \( Q^f \in \mathbb{R}^{l_f \times r^f} \) and \( Q^s \in \mathbb{R}^{l_s \times r^s} \) such that \( R_t^f(0) = Q_t^f Q_t^{f^T} \) and \( R_t^s(0) = Q_t^s Q_t^{s^T} \). Note that \( Q^f \) is unique up to a right multiplication by an orthogonal matrix (the same holds for \( Q^s \)).

Define \( z_t^f \) and \( z_t^s \) as:

\[
z_t^f = \Xi_t^f y_t^f, \quad t = 0, 1, 2, \ldots
\]

\[
z_t^s = \Xi_t^s y_t^s, \quad t = 0, N, 2N, \ldots
\]

where \( \Xi_t^f = (Q_t^{f^T} Q_t^f)^{-1} Q_t^{f^T} \) and \( \Xi_t^s = (Q_t^{s^T} Q_t^s)^{-1} Q_t^{s^T} \). We refer to \( z_t^f \) and \( z_t^s \) as the fast minimal static factor
and the slow minimal static factor, accordingly. Clearly 
\[ \text{rank}(R'_b(0)) = \text{rank}([z^T_1 \ x_1]) = r^f \text{ and rank}(R'_p(0)) = \text{rank}([z^T_2 \ x_2]) = r^s. \]

We have \( E[(y^T_t - Q^T z^T_t) (y^T_t - Q^T z^T_t)^T] = 0 \) and \( E[(y^T_t - Q^T z^T_t) (y^T_t - Q^T z^T_t)^T] = 0 \) so,
\[
y^T_t = Q^T z^T_t, \\
y^T_t = Q^T z^T_t.
\]

We define the following state space dynamics associated 
with the fast and the slow minimal static factors:
\[
x_{t+1} = A x_t + B u_t, \quad t = 0, 1, 2, \ldots
\]
\[
z^f_t = C^f x_t + D^f u_t, \quad t = 0, 1, 2, \ldots
\]
\[
z^s_t = C^s x_t + D^s u_t, \quad t = 0, N, 2N, \ldots
\]
where,
\[
C^f = \Xi^f C^f, \\
D^f = \Xi^f D^f, \\
C^s = \Xi^s C^s, \\
D^s = \Xi^s D^s.
\]

We refer to the system in (6) as the static factor model. The systems (6) and (2) are periodic in their output parameters. Thus, we use the blocking technique for working with these systems because this technique enables us to use the well-developed tools introduced in linear time-invariant systems analysis while dealing with blocked version of the systems (6) and (2). Moreover, some of the properties of the systems (6) and (2) such as zeros or poles are defined as those of their corresponding blocked versions [10].

We first specify the blocked system associated with the system (2). For \( \tau \in \{1, 2, \ldots, N\} \), we define
\[
Y^\tau_t \triangleq \begin{bmatrix}
y^f_t \\
y^f_{t+1} \\
\vdots \\
y^f_{t+N-1} \\
y^f_{t+N}
\end{bmatrix},
\]
\[
U^\tau_t \triangleq \begin{bmatrix}
u^f_t \\
u^f_{t+1} \\
\vdots \\
u^f_{t+N-1} \\
u^f_{t+N}
\end{bmatrix}, \quad t = 0, N, 2N, \ldots
\]
\[
x^\tau_t \triangleq x_{t+\tau}
\]
Then the associated blocked system is given by:
\[
x^\tau_{t+N} = \tilde{A}_\tau x^\tau_t + \tilde{B}_\tau U^\tau_t, \quad t = 0, 1, 2, \ldots \\
Y^\tau_t = \tilde{C}_\tau x^\tau_t + \tilde{D}_\tau U^\tau_t, \quad t = 0, N, 2N, \ldots
\]
where
\[
\tilde{A}_\tau \triangleq A^N, \\
\tilde{B}_\tau \triangleq \begin{bmatrix} A^{N-1} B & A^{N-2} B & \ldots & AB & B \end{bmatrix}, \\
\tilde{C}_\tau \triangleq \begin{bmatrix} C^T & A^{N-1} C^T & \ldots & A^{N-1} C^T A^{N-1} C^T A^{N-1} C^T \end{bmatrix}^T, \\
\tilde{D}_\tau \triangleq \begin{bmatrix} D_f & 0 & \ldots & 0 \\
C^f B & D_f & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
C^s A^{N-1} B & \ldots & D_f & \end{bmatrix}
\]
Moreover, in \( \tilde{D}_\tau \), * at the lower corner denotes \( \tau - 1 \) zero matrices of size \( l^f \times m \) and when \( N - \tau - 1 < 0 \), \( C^s A^{N-1} B \) is replaced by \( D^s \) and the rest of the terms in the last row are replaced by zero matrices of size \( l^s \times m \).

Similarly, we denote the blocked system associated with the system (6) as:
\[
x^\tau_{t+N} = \tilde{A}_\tau x^\tau_t + \tilde{B}_\tau U^\tau_t, \quad t = 0, 1, 2, \ldots \\
Z^\tau_t = \tilde{C}_\tau x^\tau_t + \tilde{D}_\tau U^\tau_t, \quad t = 0, N, 2N, \ldots
\]
where
\[
\tilde{Z}^\tau_t \triangleq \begin{bmatrix} z^f_{t+\tau} \\
z^f_{t+\tau+1} \\
\vdots \\
z^f_{t+\tau+N-1} \\
z^f_{t+\tau+N}
\end{bmatrix}, \quad t = 0, N, 2N, \ldots
\]
and
\[
\tilde{A}_\tau \triangleq A^N, \\
\tilde{B}_\tau \triangleq \begin{bmatrix} A^{N-1} B & A^{N-2} B & \ldots & AB & B \end{bmatrix}, \\
\tilde{C}_\tau \triangleq \Phi \tilde{C}_\tau, \\
\tilde{D}_\tau \triangleq \Phi \tilde{D}_\tau.
\]
Furthermore, \( \Phi = \begin{bmatrix} \Xi^f & 0 & \ldots & 0 \\
0 & \Xi^f & 0 & \ldots \\
0 & 0 & \Xi^f & 0 \\
0 & 0 & 0 & \Xi^f \end{bmatrix} \). It is obvious that \( \tilde{A}_\tau = \tilde{A}_\tau \) and \( \tilde{B}_\tau = \tilde{B}_\tau \). For use in the rest of this paper, we define an operator \( \tilde{Z} \) such that \( \tilde{Z} x^\tau_t = x^\tau_{t+N}, \)
\[
\tilde{Z} U^\tau_t = U^\tau_{t+N}, \quad \tilde{Z} Y^\tau_t = Y^\tau_{t+N} \text{ and } \tilde{Z} Z^\tau_t = Z^\tau_{t+N}. \]
The operator \( \tilde{Z} \) is also used to denote a complex value.

### B. Zeros

Let \( \sum_{\tau} \) and \( \sum_{\tau} \) denote the systems defined in (9) and (11), respectively. As mentioned earlier, \( \tilde{A}_\tau = \tilde{A}_\tau \) which implies that the poles of two systems are identical. Thus, we focus on the zeros; in the rest of this part we study the relation between zeros of two systems i.e \( \sum_{\tau} \) and \( \sum_{\tau} \), and show when these systems are generically zero-free. To do this, let us first recall the definition of zeros for linear time-invariant systems from [11] and [3].
Definition 2.1: The finite zeros of the system $\sum_T$ are defined to be the finite values of $Z$ for which the rank of the following system matrix falls below its normal rank:

$$M_T(Z) = \begin{bmatrix} ZI - \hat{A}_T & -\hat{B}_T \\ \hat{C}_T & D_T \end{bmatrix}.$$

Furthermore, the system $\sum_T$ is said to have an infinite zero when $n + \text{rank}(D_T) = \text{rank}(M_T(Z))$ or equivalently the rank of $D_T$ is less than the normal rank of $V_T(Z) = \hat{C}_T(ZI - \hat{A}_T)^{-1}\hat{B}_T + D_T$.

Remark 2.2: Note that when the quadruple $\{\hat{A}_T, \hat{B}_T, \hat{C}_T, D_T\}$ is a minimal realization of the transfer function $V_T(Z)$, the zeros are just determined by the transfer function. Furthermore, they will coincide with those obtained from other well-known starting points for consideration of zeros e.g. Smith-McMillan form and coprime polynomial matrix fraction description. It is also worthwhile mentioning that when the realization is nonminimal, any uncontrollable and unobservable mode is also a zero.

In a completely analogous way we can define the zeros of the system $\sum_T$.

We need to present the next two theorems from our previous works in [6] and [12].

Theorem 2.3: For a generic choice of matrices $\{A, B, C^*, C^T, D^*, D^T\}$ with $|l^1| > m$. The system $\sum_T$ has no zeros.

Theorem 2.4: For a generic choice of matrices $\{A, B, C^*, C^T, D^*, D^T\}$ with $|l^1| \leq m$ and $N|l^1| + l^2 >Nm$. The system $\sum_T$ has no finite nonzero zeros.

The last two theorems studied the zero-freeness of $\sum_T$. We now explore the zero-freeness of $\sum_T$.

Theorem 2.5: Consider the systems $\sum_T$ and $\sum_T$ defined above. Let $M_T(Z)$ denote the system matrix associated with the system $\sum_T$. Then the following equality holds:

$$\text{rank}(M(Z)) = \text{rank}(\hat{M}(Z)). \quad (14)$$

Proof: The proof is omitted.

The following is then immediate.

Corollary 2.6: Consider the systems $\sum_T$ and $\sum_T$. Then $\sum_T$ has a zero if and only if $\sum_T$ has a zero.

Theorem 2.7: Consider a transfer function matrix $V(Z)$ with minimal realization $\{\hat{A}_T, \hat{B}_T, \hat{C}_T, D_T\}$. Suppose that the matrices $\{A, B, C^*, C^T, D^*, D^T\}$ assume generic values. Then

1) if $|l^1| > m$, the system $\sum_T$ has no finite or infinite zeros.

2) if $|l^1| \leq m$ and $N|l^1| + l^2 >Nm$, the system $\sum_T$ has no finite nonzero zeros.

Proof: The conclusion of the theorem becomes immediate in the light of Theorem 2.3, Theorem 2.4 and Corollary 2.6.

In this subsection the main focus is on the zero properties of the systems $\sum_T$, $\sum_T$. However, in the following theorem we study the minimality of the systems $\sum_T$ and $\sum_T$; the conclusion of this theorem is important for the results which appear in the next subsection.

Theorem 2.8: Consider the multirate static factorsystem (6) defined by sextuple $\{A, B, C^T, D^T, C^*, D^*\}$ and its corresponding multirate system (2) defined by the sextuple $\{A, B, C^T, D^T, C^*, D^*\}$. Let $\sum_T$ denote the blocked system associated with (6) defined by the quadruple $\{\hat{A}_T, \hat{B}_T, \hat{C}_T, D_T\}$ and $\sum_T$ denote the blocked system associated with (2) defined by the quadruple $\{\hat{A}_T, \hat{B}_T, \hat{C}_T, D_T\}$. Then, the system $\sum_T$ is minimal if and only if the system $\sum_T$ is minimal.

Proof: The proof is omitted. ■

C. Spectral factorization

In the previous subsection, it is shown that the system $\sum_T$ is generically zero-free. In this subsection we use this property to obtain the parameter matrices associated with $\sum_T$ from its corresponding real rational spectral matrix.

In general, consider a square real rational matrix function $\Phi_T(Z)$ where $\Phi_T(Z) = \Phi_T(Z^{-1})$ with $\Phi_T(e^{j\omega})$ being bounded and nonnegative definite for $\omega \in [-\pi, \pi]$. We refer to $\Phi_T(Z)$ as the spectral matrix. Let $\Phi_T(Z)$ be a spectral matrix of size $(N|l^1| + r^1) \times (N|l^1| + r^1)$ with normal rank $Nm$. Then there exists a $(N|l^1| + r^1) \times Nm$ real rational spectral factor, call it $V_T(Z)$, such that $\Phi_T(Z) = V_T(Z)V_T^T(Z^{-1})$ and $V_T(Z)$ has no poles in $|Z| \geq 1$, including infinity, $\text{rank}(V_T(Z)) = Nm$ in $|Z| > 1$ including infinity. Furthermore, if $\Phi_T(Z)$ has rank $Nm$ on $|Z| = 1$ then $V_T(Z)$ has constant rank $Nm$ in $|Z| \geq 1$. The transfer function $V_T(Z)$ is sometimes referred to as the stable minimum phase spectral factor. Note that $V_T(Z)$ is unique up to post multiplication by an orthogonal constant matrix $\mathbf{Q}$.

We now seek to apply this knowledge to a particular spectrum, namely that resulting from the output of the system $\sum_T$ when it is driven by a white noise input of unit covariance. With a slight abuse of notation we denote this spectrum by $\Phi_T(Z)$ which is in fact expressible in the form:

$$\Phi_T(Z) = \hat{R}_T + \hat{C}_T(ZI - \hat{A}_T)^{-1}\hat{K}_T + \hat{K}_T^T(Z^{-1}I - \hat{A}_T)^{-1}\hat{C}_T^T,$$

where,

$$\hat{R}_T = C_T^*P_T^TP_T^T + D_TD_T^T,$n

$$\hat{K}_T = A_T^*P_T + B_TD_T^T,$n

$$P_T = A_T^*P_T + B_TD_T^T,$n

and $\hat{P}_T = \mathbb{E}[x_{N1}^Tx_{N1}^T]$.

Our interest is in determining what $\sum_T$ is, given knowledge of $\Phi_T(Z)$. To this end, we make the following assumptions about $\sum_T$, but without assuming we know its transfer function or state variable description: $\sum_T$ is stable, linear time-invariant finite-dimensional system driven by a white noise input of unit covariance. (An additional assumption will be made below concerning the zero properties of the system).
The assumptions on $\hat{\sum}_\tau$ guarantee that $\hat{\Phi}_\tau(Z)$ is a real rational spectral matrix and expressible in the form of (15) where $\{\hat{A}_\tau, \hat{B}_\tau, \hat{C}_\tau, \hat{D}_\tau\}$ is a set variable description in the form $\{\hat{A}_\tau, \hat{B}_\tau, \hat{C}_\tau, \hat{D}_\tau\}$, i.e., with the same $\hat{A}_\tau$, $\hat{C}_\tau$, and with $\hat{B}_\tau$, $\hat{D}_\tau$ and a further matrix $\hat{P}_\tau$ satisfying (16).

In general, (16) is difficult to solve for the unknown matrices. Nevertheless, given a zero-free property, solution is straightforward. To understand this we state some important results initially introduced in [13] which relate the zero-free property of $\hat{\sum}_\tau$ to its associated spectral matrix. The definition of zeros for the spectral matrix $\hat{\Phi}_\tau(Z)$ is stated in the following.

**Definition 2.9:** The spectral factor $\hat{\Phi}_\tau(Z)$ has a zero at $Z_0$, where $Z_0 \in \mathbb{C} - \{0\}$, if and only if the following matrix has rank less than its normal rank at $Z_0$.

$$M_{\Phi_\tau}(Z) = \begin{bmatrix} ZI - \hat{A}_\tau & 0 & -\hat{K}_\tau \\ 0 & Z^{-1}I - \hat{A}_\tau^T & -\hat{C}_\tau^T \\ \hat{C}_\tau & \hat{K}_\tau & \hat{R}_\tau \end{bmatrix}.$$  

Furthermore, $\hat{\Phi}_\tau(Z)$ has a zero at infinity and at zero if and only if the following matrix has rank less than $n + Nm$

$$N_\tau = \begin{bmatrix} -\hat{A}_\tau & -\hat{K}_\tau \\ \hat{C}_\tau & \hat{R}_\tau \end{bmatrix}.$$  

**Lemma 2.10:** Consider the system $\hat{\sum}_\tau$ with minimal realization $\{\hat{A}_\tau, \hat{B}_\tau, \hat{C}_\tau, \hat{D}_\tau\}$ and transfer function $\hat{V}_\tau(Z)$. Suppose that all eigenvalues of $\hat{A}_\tau$ lie within the unit circle, and $u_t$ is a zero mean, white noise with unit covariance matrix applied to the system $\hat{\sum}_\tau$ from time $-\infty$. Let the $\hat{\Phi}_\tau(Z)$ be the associated power spectrum which is defined by (15) using (16). Then the system $\hat{\sum}_\tau$ has no zeros in $\mathbb{C} \cup \{\infty\}$, if and only if $\hat{\Phi}_\tau(Z)$ has no zeros in $\mathbb{C} \cup \{\infty\}$.

We remark the transfer function $\hat{V}_\tau(Z)$ of the previous lemma is a minimum phase spectral factor of $\hat{\Phi}_\tau(Z)$, as can be seen from the earlier definition of such a spectral factor and the assumed properties of $\hat{V}_\tau(Z)$.

In addition, the following result illustrates that if the spectral matrix is zero-free then the parameter matrices of the associated system can be computed in a finite number of rational calculations using the spectral factorization technique, see [13]. Generally, determination of the minimum phase spectral factor of a spectral matrix cannot be achieved by rational calculation; thus the zero-free property implies great simplification.

**Lemma 2.11:** Suppose that the spectral matrix $\hat{\Phi}_\tau(Z)$ is generated from the system $\hat{\sum}_\tau$. Also, assume that $\hat{\sum}_\tau$ is minimal and zero-free in $\mathbb{C} \cup \{\infty\}$. Then there exists a unique matrix $\hat{P}_\tau$ obtainable in a finite number of rational calculations from the matrices $\hat{A}_\tau$, $\hat{K}_\tau$, $\hat{C}_\tau$ and $\hat{R}_\tau$, so that the state space representation for $\hat{\sum}_\tau$ can be determined. Moreover, the matrices $\hat{B}_\tau$ and $\hat{D}_\tau$ can only be obtained up to post multiplication by a constant orthogonal matrix.

Formal rigorous proofs of the above lemmas can be found in [13].

The conclusion of the above lemma states the parameter matrices $\hat{D}_\tau$ and $\hat{B}_\tau$ can be obtained from $\hat{\Phi}_\tau(Z)$ and are only unique up to an orthogonal post multiplication. Furthermore, the matrix $\hat{D}_\tau$ which satisfies (11) has to have a certain structure, see (13). The following theorem establishes a relation between different $\hat{D}_\tau$ and $\hat{B}_\tau$.

**Theorem 2.12:** Let two stable minimum phase spectral factors with the same number of columns, say $\hat{V}_\tau^1(Z)$ and $\hat{V}_\tau^2(Z)$, associated with the same spectral matrix $\hat{\Phi}_\tau(Z)$ be defined by the quadruples $\hat{A}_\tau$, $\hat{B}_\tau^1$, $\hat{C}_\tau$, $\hat{D}_\tau^1$ and $\hat{A}_\tau$, $\hat{B}_\tau^2$, $\hat{C}_\tau$, $\hat{D}_\tau^2$. Suppose that both $\hat{D}_\tau^2$ and $\hat{D}_\tau^1$ are block lower triangular matrices and diagonal blocks in both matrices have full column rank. Suppose further that $\hat{D}_\tau^1$ has the same diagonal structure as $\hat{D}_\tau$ in (11). Then the orthogonal matrix $J$ is the direct sum of $N + 1$ orthogonal matrices $\hat{J}_{ii}, i \in \{1, \ldots, N + 1\}$, with the block sizes equal to the number of columns in the diagonal blocks in $\hat{D}_\tau^1$.

**Proof:** The proof is omitted.  

$\blacksquare$

**D. From the parameter matrices of blocked systems to parameter matrices of the associated unblocked systems**

The previous subsection studied the spectral factorization of the system $\hat{\sum}_\tau$. It argued that generically the spectral matrix associated with a tall blocked system is zero-free and so the parameter matrices of the blocked system can be obtained using a finite number of rational calculations, up to a certain orthogonal multiplier. One should note that even though the parameter matrices of $\hat{\sum}_\tau$ may be known, using this information to obtain the parameter matrices of the associated unblocked system is a nontrivial task. Thus, in this part, we use the results of the previous section and assume that the parameter matrices associated with $\hat{\sum}_\tau$ are available and the intention is of using these parameter matrices to obtain the system parameters of the system (6). In the following, we first provide a theorem which states that the parameter matrices associated with the static factor model can be recovered from the parameter matrices of its corresponding blocked system $\hat{\sum}_\tau$. Then we illustrate how the parameter matrices of the original underlying system can be obtained from the parameter matrices of the associated static factor model.

**Theorem 2.13:** Suppose the parameter matrices of the system $\hat{\sum}_\tau$ i.e., $\hat{A}_\tau$, $\hat{B}_\tau$, $\hat{C}_\tau$, $\hat{D}_\tau$, are available and the pairs $(\hat{A}_\tau, \hat{B}_\tau)$ and $(\hat{A}_\tau, \hat{C}_\tau)$ are reachable and observable. Then from the matrices $\hat{A}_\tau$, $\hat{B}_\tau$, $\hat{C}_\tau$, $\hat{D}_\tau$, the associated parameter matrices for the unblocked system i.e. $A, B, C^2, D^2$, can be determined.

**Proof:** The proof is omitted.  

With the help of the above theorem the parameters $A, B, C^2$ and $D^2$ become available. Note that both systems (6) and (2) have the same $A$ and $B$ matrices; by using the equation (5), one can easily obtain the parameter matrices associated with measured outputs of the original underlying systems as:
\[ C_f = Q_f C_z, \]
\[ D_f = Q_f D_z, \]
\[ C_s = Q_s C_z, \]
\[ D_s = Q_s D_z. \]

(17)

Hence, all parameter matrices of the original underlying system can be recovered.

III. CONCLUSIONS

In this paper we studied tall systems whose outputs are measured at different rates. In particular, the case of two rates of outputs, the fast outputs and the slow outputs, was considered. In particular, we used the notion of the static factor to deal with the case when these systems have measurements with an extremely large cross-sectional dimension. We then obtained the model associated with the static factor, the static factor model, which is periodic in its output parameters. Hence, we used the well-known technique of blocking to obtain the blocked system associated with the former model. It was illustrated that tall blocked systems are generically zero-free. Then some important results from [13] on the spectral factorization of linear time-invariant systems were recalled to help us to obtain the parameter matrices associated with the blocked system. We then used the parameter matrices associated with the blocked system to obtain the parameter matrices involved with the static factor model. Finally, we recovered all parameter matrices of the original underlying system.
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