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Summary. In this chapter, we propose a new algorithm to solve Riccati equations and certain Hamilton–Jacobi–Bellman–Isaacs (HJBI) equations arising in $H_\infty$ control. The need for the algorithm is motivated by the existence of $H_\infty$ problems for which standard Riccati solvers break down, but which can be handled by the algorithm. By using our algorithm, we replace the problem of solving $H_\infty$ Riccati equations or HJBI equations by the problem of solving a sequence of $H_2$ Riccati equations or Hamilton–Jacobi–Bellman (HJB) equations. The algorithms have some advantages such as a simple initialization, local quadratic rate of convergence, and a natural game theoretic interpretation. Some numerical examples are given to demonstrate advantages of our algorithm.
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1 Introduction

This chapter addresses computational issues in $H_\infty$ control, in particular advancing algorithms for solving $H_\infty$ Riccati equations and their generalization and Hamilton–Jacobi–Bellman–Isaacs (HJBI) equations. Though algorithms are not especially well developed for HJBI equation solution, there are certainly standard software packages allowing $H_\infty$ Riccati equation solution, e.g.,

RICPACK (see [5]) and MATLAB, and it is natural to ask why another algorithm should be needed, at least for this class of equation. Therefore, we spend some time describing the motivation for this work.

The motivation actually goes back to the problem of solving $H_2$ Riccati equations. Again, well-established software tools exist, for example, LAPACK and BLAS (see [4]). However, there exist examples of $H_2$ Riccati equations where these tools break down, as we review later. One technique which can remain viable in such situations is the recursive algorithm of Kleinman (see [24]). The Kleinman algorithm replaces the task of solving the Riccati equation directly by the task of solving a recursive sequence of Lyapunov equations. Now just as there exist examples where standard $H_2$ Riccati solvers break down, so is this true with standard $H_\infty$ Riccati solvers. It is natural then to ask, Can the problem be fixed by the extension of the algorithm of Kleinman to this situation? The immediate answer is no (see Example 2 in the Appendix of [27] for a demonstration of this). However, as this chapter sets out, there is a fix, motivated by the Kleinman algorithm and in some ways constituting a significant extension of the Kleinman algorithm. The relevant ideas were originally presented in [26, 27].

To the extent that an $H_2$ Riccati equation is effectively a particular example of a Hamilton–Jacobi–Bellman (HJB) equation, and an $H_\infty$ Riccati equation a particular example of a HJBI equation, it is natural to seek generalizations of the Riccati algorithms. Such generalizations may not just be useful in a few situations where numerical problems arise, but might be generally useful, given the limited development to this point of standard packages for solving HJB and HJBI equations. Indeed, there is an old generalization of the Kleinman algorithm, which replaces solution of the HJB nonlinear partial differential equation by the recursive solution of a sequence of linear partial differential equations (see [29]). There is, however, no corresponding algorithm for HJBI equations, and this chapter’s second main contribution is to offer such an algorithm.

Apart from the ability of the algorithms we present to solve problems that may defeat conventional solvers, we note their following specific advantages: (1) a simple initialization; (2) local quadratic rate of convergence; (3) a natural game theoretic interpretation; (4) high numerical stability and reliability.

We shall now provide a high-level description of the algorithms. First, we replace the problem of solving an $H_\infty$ Riccati equation by the problem of solving a sequence of $H_2$ Riccati equations. By using our algorithm, we transfer an $H_\infty$ problem into a sequence of optimal control problems; by doing so, we indeed transfer a difficult problem into a sequence of less difficult problems. Since any single $H_2$ Riccati equation can be solved using the Kleinman algorithm, i.e., by solving an iterative sequence of Lyapunov equations, it is also apparent that an $H_\infty$ equation can, if desired, be solved by using a nested double iteration of Lyapunov equations.

Second, and by way of generalization, we replace the problem of solving an HJBI equation by the problem of solving a sequence of Hamilton–Jacobi–
Bellman (HJB) equations. As for the Riccati case, an HJBI equation can be solved using a nested double iteration of linear partial differential equations. Whether one uses the single or double iteration is of course optional.

We shall now present more details on the approach for Riccati equations. Consider the following algebraic Riccati equation (ARE) in the variable $P$:

$$0 = A^T P + PA + PRP + Q,$$  \hspace{1cm} (1)

where $A, Q, R$ are real $n \times n$ matrices with $Q$ and $R$ symmetric. Here, $(\cdot)^T$ denotes the transpose of $(\cdot)$. Associated with this Riccati equation is a $2n \times 2n$ Hamiltonian matrix

$$H := \begin{pmatrix} A & R \\ -Q & -A^T \end{pmatrix}.$$

Generally speaking, existing methods to solve AREs can be divided into two categories:

1. Direct: solutions of ARE (1) can be constructed via computation of an $n$-dimensional invariant subspace of the Hamiltonian matrix $H$ (for example, using the Schur algorithm in [28]).
2. Iterative: a sequence of matrices which converge to the unique stabilizing solution of special classes of the ARE (1) is constructed (for example, using the Kleinman algorithm in [24]).

Several different direct methods to solve the ARE (1) are given in [1, 5, 11, 15, 25, 28, 31, 33, 35]. However, compared with iterative methods to solve ARE (1), direct methods present computational disadvantages in some situations. For example, in Example 6 in [28], the solution to an $H_2$ ARE obtained by the Schur algorithm in [28] is inaccurate but the iterative solution obtained by the Kleinman algorithm in [24] is accurate to 13 digits in just two iterations.

Traditionally, in $H_2$ control, one needs to solve AREs with $Q \geq 0$ and $R \leq 0$. In $H_\infty$ control, one needs to solve AREs with positive semidefinite $Q$ and sign indefinite $R$. Although the Kleinman algorithm in [24] has been shown to have many advantages such as convergence for any suitable initial condition and a local quadratic rate of convergence [24], these advantages are strictly restricted to AREs arising in $H_2$ control where $R$ in (1) must be negative semidefinite. It is not difficult to adjust the Kleinman method (which is effectively an implementation of an equation solver using Newton's method) to also handle the separate case where $R \geq 0$, but still sign-indefinite $R$ cannot be handled. So the question naturally arises, "Can one extend the Kleinman algorithm in [24] to solve AREs with a sign indefinite quadratic term, as those that arise in $H_\infty$ control?" The answer is that an iterative algorithm with very simple initialization to solve such a class of AREs will be given in this chapter, but the algorithm cannot be obtained by simply permitting indefinite $R$ to occur in the Kleinman algorithm.

In the Kleinman algorithm, when a suitable initial condition is chosen and some necessary assumptions hold, it is proved that a series of Lyapunov
equations can be recursively constructed at each iteration, and positive semidefinite solutions of these Lyapunov equations converge to the stabilizing solution of the corresponding $H_2$ ARE. In our proposed algorithm, an ARE with a sign indefinite quadratic term is replaced by a sequence of $H_2$ AREs (each of which could be solved by the Kleinman algorithm if desired, though this need not happen), and the solution of the original ARE with a sign indefinite quadratic term is obtained by recursively solving these $H_2$ AREs.

Besides the Kleinman algorithm, there are some other iterative methods to solve AREs [1–3, 11–16, 22, 25, 32, 33, 35], some of which exhibit quadratic convergence. Among iterative methods to solve the ARE (1), Newton-type algorithms are typical and widely used [1, 11–16, 25, 33, 35]. In fact, Newton’s method can be used to solve more than just symmetric AREs like (1). It can also be used to solve non-symmetric AREs where $Q$ and $R$ in (1) are not necessarily symmetric [20, 21]. However, besides Newton-type algorithms, there are other iterative algorithms again to solve AREs with a sign indefinite quadratic term, for example, the matrix sign function method (see [15, 33, 35]). However, there are also disadvantages when the matrix sign function method is used to solve AREs, for example, when the eigenvalues of the corresponding Hamiltonian matrix of a given ARE are close to the imaginary axis, this method will perform poorly or even fail.

As noted above, in the work presented in this chapter, we reduce the problem of solving a generic Riccati equation with a sign indefinite quadratic term to one of generating successive iterations of solutions of conventional $H_2$ AREs with a negative semidefinite quadratic term (each of which is then amenable to the Kleinman algorithm). Consequently, we are reducing a Riccati equation that has no straightforwardly initialized iterative scheme for its solution to a number of successive iterations of Riccati equations, each of which can (if desired) be solved by an existing iterative scheme (e.g., the Kleinman algorithm).

Although linear optimal control theory, as well as linear $H_\infty$ control theory, has been well developed in the past decades, matters become more complicated when a nonlinear control system is considered. For example, in nonlinear optimal control, HJB equations may need to be solved to obtain an optimal control law. However, HJB equations are first-order, nonlinear partial differential equations that have been proven to be impossible to solve in general and are often very difficult to solve even for specific nonlinear systems. Since these equations are difficult to solve analytically, there has been much research directed toward approximating their solutions. For example, the technique of successive approximation in policy space [8–10] can be used to approximate the solutions of HJB equations iteratively. In fact, it can be shown (see [29]) that the technique of policy space iteration can be used to replace a nonlinear HJB partial differential equation by a sequence of linear partial differential equations. Also, in some sense, the iterative procedure to solve HJB equations in [29] is a generalization of the Kleinman algorithm in [24], since both of them obtain solutions by constructing a sequence of monotonic functions.
or matrices while the algorithm in [29] can be used in more general cases than just the LQ problem.

In nonlinear $H_\infty$ control, given a disturbance attenuation level $\gamma > 0$, in order to solve the $H_\infty$ suboptimal control problem, one needs to solve Hamilton–Jacobi–Bellman–Isaacs (HJBI) equations. It is clear that HJBI equations are generally more difficult to solve than HJB equations, since the disturbance inputs are additionally reflected in HJBI equations. Recall that the Riccati equation algorithm to be presented will reduce an ARE with an indefinite quadratic term to a sequence of AREs with a negative semidefinite quadratic term, which are more easily solved by an existing algorithm (e.g., the Kleinman algorithm). If we regard HJB equations as the general version of AREs with a negative semidefinite quadratic term and HJBI equations as the general version of AREs with an indefinite quadratic term, then the question arising here is, “Can we approximate the solution of an HJBI equation by obtaining the solutions of a sequence of HJB equations and thereby extend the recursive $H_\infty$ Riccati algorithm to nonlinear control systems?” In this chapter, we will answer this question to some degree, that is, we extend the Riccati algorithm for a specific class of nonlinear control systems and develop an iterative procedure to solve a broad class of HJBI equations associated with the nonlinear $H_\infty$ control problem. It is important to note that others have made a direct attack on HJBI equations using single and double iterations, but their methods do not allow a simple initialization of the algorithms, which is a severe disadvantage (see [36] and [7]). To implement the algorithms in [36] and [7], one has to choose a stabilizing control law achieving the prescribed attenuation level, which is not always straightforward to obtain.

Besides the advantages mentioned above, our algorithm can be expected to have a higher accuracy and numerical stability than existing algorithms to solve HJBI equations since our algorithm in the linear time-invariant case (i.e., solving $H_\infty$ algebraic Riccati equations) has shown higher accuracy and numerical reliability, see Example 2 in Section 3.5 for a demonstration of this.

The notation is as follows: $\mathbb{R}$ denotes the set of the real numbers; $\mathbb{R}^+$ denotes the set of the nonnegative numbers; $(\cdot)^T$ denotes the transpose of a vector or a matrix; $\sigma(\cdot)$ denotes the maximum singular value of a matrix; $\mathbb{Z}$ denotes the set of integers with $\mathbb{Z}_{\geq a}$ denoting the set of integers greater or equal to $a \in \mathbb{R}$; $\mathbb{R}^n$ denotes an $n$-dimensional Euclidean space; $\mathbb{S}^{n \times n}$ denotes the set of $n$-dimensional real symmetric matrices. Let $X \in \mathbb{R}^{n \times n}$ be a real matrix, then $X \geq 0$ means that $X$ is positive semidefinite; Let $X$, $Y \in \mathbb{R}^{n \times n}$ be two positive semidefinite matrices, then $X \succeq Y$ means that the matrix $X - Y$ is positive semidefinite (i.e., $X - Y \succeq 0$). Let $P_k \in \mathbb{R}^{n \times n}$ be a matrix sequence for $k \in \mathbb{Z}_{\geq 0}$, if $P_k \geq 0$ and $P_{k+1} \succeq P_k$ for all $k \in \mathbb{Z}_{\geq 0}$, then the sequence $P_k$ is called monotonically non-decreasing.

For a given control system, denote the state space by $X \subseteq \mathbb{R}^n$, the set of control input values by $U \subseteq \mathbb{R}^m$, the set of disturbance input values by $W \subseteq \mathbb{R}^q$, and the set of output values by $Y \subseteq \mathbb{R}^p$. Moreover, define $X_0$ as a neighborhood of the origin in $\mathbb{R}^n$, $U_0$ as a neighborhood of the origin in $\mathbb{R}^m$,
$W_0$ as a neighborhood of the origin in $\mathbb{R}^q$, and $Y_0$ as a neighborhood of the origin in $\mathbb{R}^p$. Define the function space $\mathcal{X}_0$ as follows:

$$\mathcal{X}_0 = \left\{ x : \mathbb{R}^+ \to X_0 \left| \int_{t_0}^{t_1} \| x_t \|^2 dt < \infty \quad \forall t_0, t_1 \in \mathbb{R}^+ \right. \right\}.$$ 

Function spaces $\mathcal{U}_0$, $\mathcal{W}_0$, and $\mathcal{Y}_0$ are defined similarly as $\mathcal{X}_0$.

A matrix is said to be Hurwitz if all of its eigenvalues have negative real parts.

2 Solving the LQ Problem by the Kleinman Algorithm

As noted in the previous section, for the linear time-invariant case of our algorithm, we replace the problem of solving an $H_\infty$ Riccati equation by the problem of solving a sequence of $H_2$ Riccati equations; then each of these $H_2$ Riccati equations can be solved by the Kleinman algorithm. The Kleinman algorithm, originally used to solve the LQ problem, will be reviewed in this section. By using the Kleinman algorithm, we can replace the problem of solving an $H_2$ Riccati equation by the problem of solving a sequence of Lyapunov equations; then each Lyapunov equation can be solved by existing numerical algorithms. By doing so, we transfer a nonlinear matrix equation (an $H_2$ Riccati equation) into a sequence of linear equations (Lyapunov equations).

Consider a continuous-time linear system described by

$$\dot{x} = Ax + Bu$$
$$y = Cx$$

with a cost functional defined as

$$J = \int_0^\infty (x^T C^T C x + u^T u) \, dt.$$ 

In the LQ problem, it is well known that the feedback control law that minimizes the value of the cost $J$ is

$$u = -B^T K x,$$

with $K$ solving

$$0 = A^T K + KA - KB B^T K + C^T C.$$ 

(2)

If $(A, B)$ is stabilizable and $(C, A)$ is detectable, it can be shown that (2) has a unique stabilizing solution. In such a situation, the Kleinman algorithm can be used to solve (2). The Kleinman algorithm to solve (2) is given as follows:

1. choose an initial stabilizing state feedback gain $L_0$;
2. $A_0 := A - BL_0$;
3. obtain $V_0$ by solving the Lyapunov equation

$$0 = A_0^T V_0 + V_0 A_0 + L_0^T L_0 + C^T C;$$

4. $L_k := B^T V_{k-1}$, \( k = 1, 2, \ldots \);
5. $A_k := A - B L_k$, \( k = 1, 2, \ldots \);
6. obtain $V_k$ by solving the following Lyapunov equation:

$$0 = A_k^T V_k + V_k A_k + L_k^T L_k + C^T C, \quad k = 1, 2, \ldots .$$

It can be proved that the sequence $V_k$ is monotonically non-increasing and converges to the stabilizing solution $K$ of (2).

In $H_2$ control, typically, the Kleinman algorithm for solving $H_2$-type AREs with a negative semidefinite quadratic term is well suited as a "second iterative stage" refinement to achieve the prescribed accuracy for the stabilizing solution of the ARE. For example, if an approximate stabilizing solution is known (e.g., one observes using the Schur method), and this is stabilizing, then one to two iterations are sufficient to achieve the limiting accuracy (because of the guaranteed final quadratic rate of convergence of a typical Newton algorithm). Now as noted, the Kleinman algorithm reduces a quadratic (Riccati) equation (with a negative semidefinite quadratic term) to several successive iterations of linear (Lyapunov) equations; the complexity of solving algebraic Lyapunov and Riccati equations with sound numerical methods (e.g., Schur form-based reductions) is $O(n^3)$ for both. When Schur form-based reductions are used to solve Lyapunov equations, the computation for such (Schur form-based) reductions needs about $25n^3$ flops (see [18]), where 1 flop equals 1 addition/subtraction or 1 multiplication/division. About $7n^3$ flops are necessary to solve the reduced equation and to compute the solution. The basic method is described in [6]. For the solutions of AREs, the Schur approach of Laub [28] requires $240n^3$ flops of which $25(2n)^3$ flops are required to reduce a $2n \times 2n$ Hamiltonian matrix to real Schur form and the rest accounts for the computation of the eigenvalues and solving a linear equation of order $n$ (i.e., $\frac{5}{3}n^3$ flops). Consequently, both Riccati and Lyapunov equations require $O(n^3)$ computations. Hence the advantage of iterative schemes such as the Kleinman algorithm (which will require several Lyapunov equations to be solved, typically) is not always the speed of computation, but rather it is the numerical reliability of the computations to reach the prescribed accuracy of a solution.

3 Solving $H_\infty$ Riccati Equations

This section includes five subsections: (1) the summarizing theorem; (2) an algorithm to solve $H_\infty$ Riccati equations; (3) an examination of the rate of convergence of the algorithm; (4) a game theoretic interpretation of the algorithm, (5) numerical examples.
3.1 The Summarizing Theorem

In this subsection, we will restrict attention to the unique stabilizing solution $\Pi$ for the following ARE:

$$0 = \Pi A + A^T \Pi - \Pi (B_2 B_2^T - B_1 B_1^T) \Pi + C^T C,$$

(3)

where $A, B_1, B_2, C$ are real matrices with compatible dimensions. Note that stabilizing solutions to AREs are always unique (see [37]) when they exist, but for AREs with a sign indefinite quadratic term, the unique stabilizing solution $\Pi$ may not always be positive semidefinite. Since our interest arises from AREs used for $H_\infty$ control, in this case, in order to obtain an $H_\infty$ controller, we need to solve AREs with a sign indefinite quadratic term and the stabilizing solutions of these AREs are also required to be positive semidefinite if such an $H_\infty$ controller exists. So we focus on a unique stabilizing solution to (3) that happens to be also positive semidefinite when this exists. The algorithm we will propose in Section 3.2 has two aspects: (1). Check the existence of the unique stabilizing solution, which is also positive semidefinite, of (3) and (2). Construct the unique stabilizing solution, which is also positive semidefinite, of (3) if such a solution exists.

Motivated by the right-hand side of (3), we define a function $F$ which will be used in our summarizing theorem:

$$F : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$$

$$P \rightarrow PA + A^T P - P (B_2 B_2^T - B_1 B_1^T) P + C^T C.$$  

(4)

In this section, we set up the summarizing theorem by constructing two positive semidefinite matrix series $P_k$ and $Z_k$, and we also prove that the series $P_k$ is monotonically non-decreasing and converges to the unique stabilizing solution $\Pi$ (which is also positive semidefinite) of ARE (3) if such a solution exists.

**Theorem 1.** (The summarizing theorem) Let $A, B_1, B_2, C$ be real matrices with compatible dimensions. Suppose that $(C, A)$ has no unobservable modes on the j$\omega$-axis and $(A, B_2)$ is stabilizable, define $F : \mathbb{R}^{n \times n} \rightarrow \mathbb{R}^{n \times n}$ as in (4). Suppose there exists a stabilizing solution $\Pi$, which is also positive semidefinite, of ARE (3).

Then

(1) two square matrix series $Z_k$ and $P_k$ can be defined for all $k \in \mathbb{Z}_{\geq 0}$ recursively as follows:

$$P_0 = 0,$$

(5)

$$A_k = A + B_1 B_1^T P_k - B_2 B_2^T P_k,$$

(6)

$$Z_k \geq 0 \text{ is the unique stabilizing solution of}$$

$$0 = Z_k A_k + A_k^T Z_k - Z_k B_2 B_2^T Z_k + F(P_k),$$

(7)

$$P_{k+1} = P_k + Z_k;$$

(8)
(II) the two series $P_k$ and $Z_k$ in part (I) have the following properties:
(1) $(A + B_1 B_1^T P_k, B_2)$ is stabilizable $\forall k \in \mathbb{Z}_{\geq 0}$.
(2) $F(P_{k+1}) = Z_k B_1 B_1^T Z_k \forall k \in \mathbb{Z}_{\geq 0}$.
(3) $A + B_1 B_1^T P_k - B_2 B_2^T P_{k+1}$ is Hurwitz $\forall k \in \mathbb{Z}_{\geq 0}$.
(4) $\Pi \geq P_{k+1} \geq P_k \geq 0 \forall k \in \mathbb{Z}_{\geq 0}$;

(III) the limit

$$P_\infty := \lim_{k \to \infty} P_k$$

exists with $P_\infty \geq 0$. Furthermore, $P_\infty = \Pi$ is the unique stabilizing solution of ARE (3), which is also positive semidefinite.

Proof. See [26, 27].

The following corollary gives a condition under which there does not exist a stabilizing solution $\Pi \geq 0$ to $F(\Pi) = 0$. This is useful for terminating the recursion in finite iterations. If there does not exist a stabilizing solution $\Pi \geq 0$ to (3), there are two possible situations in Theorem 1: (1) The stabilizability condition (II) fails at some iteration; and (2) The sequence $P_k$ in Theorem 1 diverges to infinity.

**Corollary 1.** Let $A, B_1, B_2, C$ be real matrices with compatible dimensions. Suppose that $(C, A)$ has no unobservable modes on the $j\omega$-axis and $(A, B_2)$ is stabilizable, and let $\{P_k\}$ and $F : \mathbb{R}^{n \times n} \to \mathbb{R}^{n \times n}$ be defined as in Theorem 1. If $\exists k \in \mathbb{Z}_{\geq 0}$ such that $(A + B_1 B_1^T P_k, B_2)$ is not stabilizable, then there does not exist a stabilizing solution $\Pi \geq 0$ to $F(\Pi) = 0$.

**Proof.** Restatement of Theorem 1, implication (II).

### 3.2 Algorithm

Let $A, B_1, B_2, C$ be real matrices with compatible dimensions and $\Delta > 0$ be a specified tolerance. Suppose that $(C, A)$ has no unobservable modes on the $j\omega$-axis and $(A, B_2)$ is stabilizable. Then an iterative algorithm for finding the positive semidefinite stabilizing solution of (3), when it exists, is given as follows:

1. Let $P_0 = 0$ and $k = 0$.
2. Set $A_k = A + B_1 B_1^T P_k - B_2 B_2^T P_k$.
3. Construct (for example, using the Kleinman algorithm in [24], though this is not necessary) the unique real symmetric stabilizing solution $Z_k \geq 0$ which satisfies

$$0 = Z_k A_k + A_k^T Z_k - Z_k B_2 B_2^T Z_k + F(P_k), \tag{9}$$

where $F : \mathbb{R}^{n \times n} \to \mathbb{R}^{n \times n}$ is defined in (4).
4. Set $P_{k+1} = P_k + Z_k$.
5. If $\sigma(B_1^T Z_k)^2 < \Delta$, then set $\Pi = P_{k+1}$ and exit. Otherwise, go to step 6.
6. If $(A+B_1B_1^T P_{k+1}, B_2)$ is stabilizable, then increment $k$ by 1 and go back to step 2. Otherwise, exit as there does not exist a real symmetric stabilizing solution $\Pi \geq 0$ satisfying $F(\Pi) = 0$.

From Corollary 1 we see that if the stabilizability condition in step 6 fails at some $k \in \mathbb{Z}_{\geq 0}$, then there does not exist a stabilizing solution $\Pi \geq 0$ to $F(\Pi) = 0$ and the algorithm should terminate (as required by step 6). But when this stabilizability condition is satisfied $\forall k \in \mathbb{Z}_{\geq 0}$, construction of the series $P_k$ and $Z_k$ is always possible and either $P_k$ converges to $\Pi$ (which is captured by step 5) or $P_k$ just diverges to infinity, which again means that there does not exist a stabilizing solution $\Pi \geq 0$ to $F(\Pi) = 0$.

**Remark 1.** It is worth pointing out that when the Kleinman algorithm is used to solve (9), how to stop the Kleinman iteration can be an important issue. In fact, a simple criterion to stop the Kleinman iteration is to compute the residue of (9). When the residue of the right-hand side terms of (9) is small enough, the Kleinman iteration should be stopped.

**Remark 2.** For a numerical method to check the stabilizability of a matrix pair in step 6, one can refer to the staircase algorithm in [34]. In the staircase algorithm, some SVDs are performed to formulate a staircase form of the matrix pair, then the stabilizability of the matrix pair is checked based on the staircase form. Since the computational complexity of SVD is $O(n^3)$ (see [18]), the computational complexity of the staircase algorithm is also $O(n^3)$.

### 3.3 Rate of Convergence

The following theorem states that the local rate of convergence of the algorithm given in Section 3.2 is quadratic.

**Theorem 2.** Given the suppositions of Theorem 1, and two series $P_k$, $Z_k$ as defined in Theorem 1 Part 1, then there exists a $\theta > 0$ such that the rate of convergence of the series $P_k$ is quadratic in the region $\|P_k - \Pi\| < \theta$.

**Proof.** We prove the rate of convergence of $P_k$ by proving the rate of convergence of $Z_k$. Let $\hat{A}_k = A + B_1B_1^T P_k - B_2B_2^T P_{k+1}$ and $\hat{A} = A + B_1B_1^T \Pi - B_2B_2^T \Pi$. Note that $\hat{A}_k$ is Hurwitz (see Theorem 1 Part II) and $\hat{A}$ is Hurwitz since $\Pi$ is the stabilizing solution of (3) (see [39]), and let $\hat{Y}$ and $\hat{Y}_k$ be uniquely defined by

\begin{align*}
0 &= \hat{Y} \hat{A} + \hat{A}^T \hat{Y} + I, \\
0 &= \hat{Y}_k \hat{A}_k + \hat{A}_k^T \hat{Y}_k + I,
\end{align*}

where $I$ is the identity matrix with appropriate dimensions. The matrices $\hat{Y}$ and $\hat{Y}_k$ are positive definite because of the stability properties of $\hat{A}_k$ and $\hat{A}$. Since $\hat{Y}$ and $\hat{Y}_k$ are uniquely defined and $\lim_{k \to \infty} \hat{A}_k = \hat{A}$, then $\lim_{k \to \infty} \hat{Y}_k = \hat{Y}$, and thus for any small $\gamma > 0$, $\exists K_1 \in \mathbb{Z}_{\geq 0}$ such that
\[ \bar{\sigma}(\hat{Y}_k - \hat{Y}) \leq \gamma \quad \forall k \geq K_1. \]

This implies that
\[ \bar{\sigma}(\hat{Y}_k) \leq \bar{\sigma}(\hat{Y}) + \gamma \quad \forall k \geq K_1. \] (12)

Now, define a monotonically non-increasing sequence \( \varepsilon_k \) by
\[ \varepsilon_k = \sup_{m \geq k} \bar{\sigma}(Z_m). \]

From (7) and Theorem 1, we have \( \forall k \in \mathbb{Z}_{\geq 1} \):
\[ 0 = Z_k A_k + A_k^T Z_k - Z_k B_2 B_2^T Z_k + Z_{k-1} B_1 B_1^T Z_{k-1}, \] (13)

which can be equivalently rewritten as follows:
\[ 0 = Z_k \hat{A}_k + \hat{A}_k^T Z_k + Z_k B_2 B_2^T Z_k + Z_{k-1} B_1 B_1^T Z_{k-1}. \] (14)

Now, there exists \( \eta > 0 \) (e.g., \( \eta = 4 \max \{ \bar{\sigma}(B_1)^2, \bar{\sigma}(B_2)^2 \} \)), independent of \( k \), such that
\[ Z_k B_2 B_2^T Z_k + Z_{k-1} B_1 B_1^T Z_{k-1} \leq \eta \varepsilon_{k-1}^2 I \quad \forall k \in \mathbb{Z}_{\geq 1}. \] (15)

Multiplying \( \eta \varepsilon_{k-1}^2 \) on each side of (11), we obtain
\[ 0 = (\eta \varepsilon_{k-1}^2) \hat{Y}_k \hat{A}_k + (\eta \varepsilon_{k-1}^2) \hat{A}_k^T \hat{Y}_k + (\eta \varepsilon_{k-1}^2) I. \] (16)

Then subtracting (14) from (16), we obtain
\[ 0 = (\eta \varepsilon_{k-1}^2 \hat{Y}_k - Z_k) \hat{A}_k + \hat{A}_k (\eta \varepsilon_{k-1}^2 \hat{Y}_k - Z_k) + \eta \varepsilon_{k-1}^2 I \]
\[ - (Z_k B_2 B_2^T Z_k + Z_{k-1} B_1 B_1^T Z_{k-1}). \] (17)

Now note that \( \hat{A}_k \) is Hurwitz and the inequality (15) holds, then by (17) we have (see Lemma 3.18 in [39])
\[ \eta \varepsilon_{k-1}^2 \hat{Y}_k \geq Z_k. \] (18)

Since (18) holds, \( \bar{\sigma}(Z_k) \leq \eta \varepsilon_{k-1}^2 \bar{\sigma}(\hat{Y}_k) \) (see [18]). Hence \( \forall k \geq K_1 \geq 1 \),
\[ \varepsilon_k = \sup_{m \geq k} \bar{\sigma}(Z_m) \leq \sup_{m \geq k} \left[ \eta \varepsilon_{m-1}^2 \bar{\sigma}(Y_m) \right] \]
\[ \leq \eta (\bar{\sigma}(\hat{Y}) + \gamma) \sup_{m \geq k} \varepsilon_{m-1}^2 = \eta (\bar{\sigma}(\hat{Y}) + \gamma) \varepsilon_{k-1}^2. \]

Now let \( M := \eta (\bar{\sigma}(\hat{Y}) + \gamma) \) and define \( \delta_k := \frac{M}{c} \varepsilon_k \) for \( 0 < c < 1 \), then
\[ \delta_k = \frac{M}{c} \varepsilon_k \leq \frac{M^2}{c} \varepsilon_{k-1}^2 = \frac{M^2}{c^2} \varepsilon_{k-1}^2 = c \delta_{k-1}^2. \]

Thus, \( \forall k \geq K_1 \geq 1 \) such that \( \delta_{k-1} < 1 \), we obtain a quadratic rate of convergence, which concludes the proof. \( \square \)
3.4 Game Theoretic Interpretation of the Algorithm

In this subsection, for the purpose of motivation, interpretation, and further research, a game theoretic interpretation of the algorithm will be given. At the same time, we will also note that this interpretation is closely linked to an optimal control concept of approximation in policy space [8–10]. In this section, we will show that a game theory performance index can be approximated by a series of successive optimal control cost functions. At each iteration, the optimal policy is found to minimize the corresponding cost functions. With the increment of each iteration, the optimal policies approach the final optimum and the saddle point of the cost function approaches the saddle point of the game theory performance index. In fact, it can be shown (see [29]) that the technique of policy space iteration can be used to replace nonlinear Hamilton–Jacobi partial differential equations by a sequence of linear partial differential equations (even when the approximations and the optimal feedback law are nonlinear functions of the state). This is important because it is difficult [29] to solve Hamilton–Jacobi equations directly to obtain optimal feedback control in many cases.

Consider the dynamical system

\[ \dot{x} = Ax + B_1w + B_2u \]  

with the game theory performance index

\[ J(x_0, u, w) = \int_0^\infty (u^T u + x^T C^T C x - w^T w) \, dt, \]

where \( x_0 \) denotes the initial state of the system, \( x \) is the state vector, \( u \) denotes the control input, \( w \) denotes the disturbance input, and \( A, B_1, B_2, C \) are given real matrices with compatible dimensions and appropriate stabilizability/detectability conditions. In this game, \( u \) minimizes the cost function \( J \) while \( w \) maximizes it. It is well known [19] that the optimal control law and the worst case disturbance (a saddle point of \( J(x_0, u, w) \)) are given by

\[ u_{\text{optimal}} = -B_2^T \Pi x, \]

\[ w_{\text{worst}} = B_1^T \Pi x, \]

where \( \Pi \geq 0 \) is the unique stabilizing solution to (3). See [19] for more details on such game theory problems.

Let us now propose a heuristic induction which gives a game theoretic interpretation to our proposed algorithm. Suppose that at iteration \( k \) we have a trial control law \( u_k = -B_2^T P_k x \) with \( P_k \) defined as in Theorem 1 Part I. Then we set \( w_k = B_1^T P_k x \). Note that this is NOT the worst case \( w_k \) corresponding to \( u_k = -B_2^T P_k x \) (unless \( P_k = \Pi \)), but it is a strategy we wish to impose since it will connect the heuristic ideas of this section to the earlier algorithm. The choice is also motivated by what happens at the optimum, as \( P_k \to \Pi \) when
\( k \to \infty \). With this choice of \( w \) fixed, we now wish to find a new optimal control, i.e., \( u \) now has to minimize the following LQ cost function:

\[
J_k(x_0, u) = \int_0^\infty \left( u^T u + x^T C^T C \dot{x} - x^T P_k B_1 B_1^T P_k \dot{x} \right) dt,
\]

subject to

\[
\dot{x} = (A + B_1 B_1^T P_k) x + B_2 u,
\]

where \( w_k = B_1^T P_k \dot{x} \) has been substituted in (19) and (20) to yield the above problem. We first consider the following equation:

\[
0 = W_k A_k + A_k^T W_k - W_k B_2 B_2^T W_k + F(P_k),
\]

where \( A_k = A + B_1 B_1^T P_k - B_2 B_2^T P_k \). Since this is the same equation as (9), we conclude that \( W_k \) satisfies the same equation as \( Z_k \). Now let \( A_{k+1} = P_k + W_k \), then existence of \( W_k \) is equivalent to existence of \( \Lambda_{k+1} \). Necessary and sufficient conditions for the existence of \( W_k \) are the following: \( (A_k, B_2) \) is stabilizable and \( (F(P_k), A_k) \) has no unobservable modes on the \( jw \)-axis. These conditions were analyzed in the proof of Theorem 1 and were shown to be fulfilled via the existence of the stabilizing solution \( \Pi \geq 0 \) to (3). Under appropriate conditions, the LQ problem defined by (23) and (24) has an optimal solution for \( u \) given by

\[
u_{k+1} = -B_2^T \Lambda_{k+1} x,
\]

where \( \Lambda_{k+1} \) is the unique stabilizing solution to

\[
0 = \Lambda_{k+1} (A + B_1 B_1^T P_k) + (A + B_1 B_1^T P_k)^T \Lambda_{k+1} - \Lambda_{k+1} B_2 B_2^T \Lambda_{k+1} + (C^T C - P_k B_1 B_1^T P_k).
\]

We will now show that \( \Lambda_{k+1} \) actually equals \( P_{k+1} \) as defined in Theorem 1 Part I. To do this, we will equivalently show that \( \Lambda_{k+1} - P_k \) equals \( Z_k \). Using \( \Lambda_{k+1} = P_k + W_k \) in (26), we have

\[
0 = P_k (A + B_1 B_1^T P_k) + W_k (A + B_1 B_1^T P_k)
+ (A + B_1 B_1^T P_k)^T P_k + (A + B_1 B_1^T P_k)^T W_k
- P_k B_2 B_2^T P_k - W_k B_2 B_2^T P_k - P_k B_2 B_2^T W_k
- W_k B_2 B_2^T W_k + C^T C - P_k B_1 B_1^T P_k.
\]

The terms above independent of \( W_k \) are

\[
P_k A + A^T P_k + P_k (B_1 B_1^T - B_2 B_2^T) P_k + C^T C,
\]

which are equal to \( F(P_k) \). Then (27) reduces to (25). Now note that \( \Lambda_{k+1} = P_k + W_k \) is a stabilizing solution to (26), meaning that \( A + B_1 B_1^T P_k - B_2 B_2^T (W_k + P_k) \) is Hurwitz. But \( A + B_1 B_1^T P_k - B_2 B_2^T (W_k + P_k) = (A_k - B_2 B_2^T W_k) \). Hence \( W_k \) also makes \( A_k - B_2 B_2^T W_k \) Hurwitz. Since \( Z_k \) is the
unique stabilizing solution to (9) and since $W_k$ satisfies the same equation and is also stabilizing, we conclude that $W_k = Z_k$ (see [37]), thereby in turn giving $A_{k+1} = P_{k+1}$. Since the optimal control law that minimizes cost function (23) subject to constraint (24) is $u_{k+1} = -B_2^T P_{k+1} x$, we now set (according to our game plan) $w_{k+1} = B_1^T P_{k+1} x$ and proceed in this manner as outlined in the following chart:

Let $k = 0$, and $w_0 = 0.$

Solve the LQ problem
\[
\min_u J(x_0, u, w_k) \text{ subject to } u
\]
\[
\dot{x} = Ax + B_1 w_k + B_2 u \text{ for an optimal control law } u_{k+1}.
\]
The solution of this problem is $u_{k+1} = -B_2^T P_{k+1} x$, where $P_{k+1}$ is the stabilizing solution to equation (26) with $A_{k+1}$ replaced by $P_{k+1}$.

Set $w_{k+1} = B_1^T P_{k+1} x$.

Increment $k$ by 1.

This heuristic game plan converges to the optimal control (21) and the worst case disturbance (22), thereby giving a game theoretic interpretation to the proposed algorithm.

3.5 Numerical Examples

In this subsection, three examples are given. Example 1 provides a random test to compare our algorithm with the MATLAB command CARE and shows that our algorithm has good efficiency and accuracy when compared with CARE. Example 2 shows that our algorithm still works well when some other approaches (such as the MATLAB command CARE, the Schur method of [28],
and the matrix sign function method of [33]) do not work. Example 3 demonstrates that there in fact does not exist a stabilizing solution $\Pi \geq 0$ to (3) when the stabilizability condition in step 6 of the algorithm is not satisfied, and the sequence $P_k$ diverges quadratically in such a situation.

**Example 1**

In this example, to show the efficiency and accuracy of our algorithm compared with the MATLAB command CARE, we have a random test including 200 samples (100 examples for the specified tolerance $\Delta = 0.1$ and 100 examples for the specified tolerance $\Delta = 0.01$). Note that the MATLAB command CARE always works well in this example (i.e., the residue for the solutions of AREs obtained by using CARE is always small).

The test procedure is as follows:

1. consider a state-space representation for a dynamic system
   \[
   \begin{align*}
   \dot{x} &= Ax + Bu, \\
   y &= Cx + Du,
   \end{align*}
   \]
   where $A \in \mathbb{R}^{n \times n}$, $B \in \mathbb{R}^{n \times (p+r)}$, $C \in \mathbb{R}^{m \times n}$, and $u, x, y$ are input, state, output, respectively;
2. set the example number $i = 0$;
3. choose $n, m, p, r$ randomly and uniformly among the integers from 1 to 100;
4. generate a random system by using MATLAB command sysrand with $n, m, p, r$ obtained in step 3 and obtain $A, B, C, D$ by MATLAB command unpk;
5. partition the matrix $B = [B_1 \quad B_2]$, where $B_1 \in \mathbb{R}^{n \times p}$ and $B_2 \in \mathbb{R}^{n \times r}$;
6. try MATLAB command CARE to solve the corresponding ARE with $E = I_n, S = 0, B = [B_1 \quad B_2], Q = C^T C, R = \begin{pmatrix} -I_p & 0 \\ 0 & I_r \end{pmatrix}$, where $I_n, I_p, I_r$ are identity matrices with dimensions $n, p, r$, respectively. If there does not exist a stabilizing solution to the ARE, go back to step 3;
7. use our algorithm to solve this ARE. For our algorithm, the iteration will be stopped when $\bar{\sigma}(B_1^T Z_k)^2 < \Delta = 0.1$, where $Z_k$ is the matrix sequence defined in Theorem 1 Part I;
8. let the solution of this ARE obtained by our algorithm be $X_1$ and the solution of this ARE obtained by the MATLAB command CARE be $X_2$;
9. set $i = i + 1$, and let $T_i = \frac{\|x_1 - x_2\|}{\|x_2\|}$;
10. repeat steps 3–9 until $i = 100$;
11. replace $\Delta = 0.1$ in step 7 by $\Delta = 0.01$, set $i = 0$, and repeat steps 3-10.

For each random example in Tables 1 and 2, “Iterations” indicates the number of necessary iterations to obtain the specified tolerance $\Delta$ in step 7; “$O(T_i)$” is the order of magnitude of $T_i$ (defined in step 9) or the order of magnitude.
of the normalized comparison error between the stabilizing solutions obtained by our algorithm and the stabilizing solutions obtained by the MATLAB command CARE; "Number of examples" means the number of random examples that required "Iterations" number to converge. From Tables 1 and 2, we can conclude that our proposed algorithm works well in most cases with good efficiency (only three to five iterations in most examples) and accuracy when compared with the MATLAB command CARE.

Table 1. Illustration of iteration count of our algorithm and accuracy comparison with CARE for 100 random examples \((\bar{\sigma}(B_z^T Z_n)^2 < \Delta = 0.1)\)

<table>
<thead>
<tr>
<th>Iterations</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>O(T₁)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10⁻⁴</td>
<td>1</td>
<td>5</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10⁻⁵</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>10⁻⁶</td>
<td>13</td>
<td>10</td>
<td>3</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10⁻⁷</td>
<td>5</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10⁻⁸</td>
<td>1</td>
<td>4</td>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10⁻⁹</td>
<td>4</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10⁻¹⁰</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>2</td>
</tr>
<tr>
<td>10⁻¹¹</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10⁻¹²</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10⁻¹³</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of examples</td>
<td>1</td>
<td>35</td>
<td>32</td>
<td>20</td>
<td>5</td>
<td>4</td>
<td>3</td>
</tr>
</tbody>
</table>

A summary of the results in Tables 1 and 2 is as follows:

1. In both Tables 1 and 2, our proposed algorithm converges in ONLY three to five iterations in most examples.
2. When the prescribed tolerance is \(\Delta = 0.1\), we have \(T_i < 10^{-3}\) for each random example in Table 1; when the prescribed tolerance is \(\Delta = 0.01\), we have \(T_i < 10^{-5}\) for each random example in Table 2.

Example 2

The following example illustrates that the proposed algorithm works well when other traditional methods fail. This example is a slight modification of Example 6 in [28]. Choose the matrices \(A \in \mathbb{R}^{21 \times 21}, B_1 \in \mathbb{R}^{21 \times 1}, B_2 \in \mathbb{R}^{21 \times 1}, C \in \mathbb{R}^{21 \times 21}\) in (3) as follows:

\[
A = \begin{pmatrix}
0 & 1 & 0 & \ldots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \ldots & \ddots & \ddots & 0 \\
\circ & \ldots & 0 & \ddots & 1 \\
0 & \ldots & \ldots & 0 & 0
\end{pmatrix}, \quad B_1 = \begin{pmatrix}
0 \\
\vdots \\
0 \\
0 \\
0
\end{pmatrix}, \quad B_2 = \begin{pmatrix}
0 \\
\vdots \\
0 \\
0 \\
1
\end{pmatrix},
\]
Table 2. Illustration of iteration count of our algorithm and accuracy comparison with CARE for 100 random examples ($\sigma(B_1^T Z_k)^2 < \Delta = 0.01$)

<table>
<thead>
<tr>
<th>Iterations</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O(T_1)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-6}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-7}$</td>
<td>1</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>$10^{-8}$</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-9}$</td>
<td>2</td>
<td>11</td>
<td>1</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-10}$</td>
<td>1</td>
<td>5</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-11}$</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-12}$</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$10^{-13}$</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of examples</td>
<td>2</td>
<td>16</td>
<td>35</td>
<td>18</td>
<td>11</td>
<td>8</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

\[
C = \text{diag}\{1, 0, \ldots, 0\},
\]

where $\delta = 10^{-2}$ is the introduced modification. In this example, the Schur method in [28] does not produce an accurate result, similarly to the MATLAB command CARE. The algorithm proposed by Kleinman in [24] cannot be used because the term $(B_2 B_2^T - B_1 B_1^T)$ in the Riccati equation (3) is not positive semidefinite. However, the algorithm proposed in Section 3.2 easily gives the solution with the specified accuracy as will be shown next.

First we attempt the Schur method in [28] with this example. Let $F$ be defined as in (4), and $S_1$ be the solution to (3) by using this Schur method. We evaluate the accuracy of the solution $S_1$ by calculating $\rho[F(S_1)]$. The smaller $\rho[F(S_1)]$ is, the closer $S_1$ is to the correct solution. After calculation, we obtain $\rho[F(S_1)] = 1.9802 \times 10^3$ which is far too large. Thus, we can conclude that the Schur method in [28] fails to give an accurate solution in this example. Similarly, let $S_2$ be the solution obtained by the MATLAB command CARE. For this solution, we can obtain $\rho[F(S_2)] = 1.9811 \times 10^3$ which again is too large. So we conclude that MATLAB command CARE also fails to give a solution in this example. If we were to try to refine the very coarse solution obtained by the Schur method in [28] using Kleinman’s method in [24], this too fails as this algorithm diverges with each iteration (as expected). This can be shown as follows: let $X_k$ with $k \in \mathbb{Z}_{\geq 1}$ denote the iterative series produced by the Kleinman algorithm, then we obtain $\rho[F(X_1)] = 5.7083 \times 10^2$, $\rho[F(X_2)] = 5.9959 \times 10^2$, $\ldots$, $\rho[F(X_{20})] = 8.2965 \times 10^7$, $\ldots$, $\rho[F(X_{100})] = 6.6206 \times 10^9$. If we use the matrix sign function method in [33] to solve this ARE and let $Q$ be the corresponding solution, we obtain $\rho[F(Q)] = 1.235 \times 10^8$ which is again far too large.
However, when we use our proposed algorithm, we note that a unique stabilizing solution $P_4 > 0$ to (3) can be found with limiting accuracy after only four iterations with $\rho[F(P_4)] = \sigma(B_1^T Z_3)^2 = 2.9205 \times 10^{-5}$.

**Example 3**

The following example shows that if $(A + B_1 B_1^T P_{k+1}, B_2)$ is not stabilizable in step 5 of the algorithm, then there does not exist a stabilizing solution $\Pi \geq 0$ to (3). Choose

$$A = \begin{pmatrix} 1 & 100 \\ 1 & 0 \end{pmatrix}, \quad B_1 = \begin{pmatrix} 10 \\ 0 \end{pmatrix}, \quad B_2 = \begin{pmatrix} 0 \\ 1 \end{pmatrix}, \quad C = \begin{pmatrix} 1 & 0 \end{pmatrix}.$$

We note that $(C, A)$ has no unobservable modes on the $j\omega$-axis and $(A, B_2)$ is stabilizable. When we run our algorithm, we find that $(A + B_1 B_1^T P_1, B_2)$ is not stabilizable after one iteration since

$$P_1 = \begin{pmatrix} 0.3517 & 2.6442 \\ 2.6442 & 22.9964 \end{pmatrix}.$$  

This is consistent with the fact that there does not exist a stabilizing solution $\Pi \geq 0$ to (3). In fact, we can find the unique stabilizing solution

$$\Pi = \begin{pmatrix} -0.5744 & -4.9147 \\ -4.9147 & -37.8481 \end{pmatrix},$$

which is clearly not positive semidefinite. Meanwhile, we find that the sequence $P_k$ diverges quadratically on noting that $\rho[F(P_1)] = 7.1156 \times 10^2$, $\rho[F(P_2)] = 5.9180 \times 10^3, \ldots$, $\rho[F(P_{16})] = 4.7489 \times 10^{15}$.

**4 Solving an HJB Equation by a Sequence of Linear PDEs**

As we indicated in the introduction section, for our algorithm in the nonlinear case, we replace the problem of solving HJBI equations by the problem of solving a sequence of HJB equations. However, HJB equations are first-order, generally nonlinear partial differential equations and difficult to solve in general. In this section, we review the technique of [29]. By using the technique of [29], we can replace the problem of solving an HJB equation by the problem of solving a sequence of linear PDEs; by doing so, we transfer a difficult problem into a sequence of less difficult problems.

Consider a dynamical system represented by

$$\dot{x} = f(x, u, t), \quad x(t_0) = x_0,$$  

(28)
where the $n$-vector $x$ is the plant state, $f$ is a continuously differentiable $n$-vector function, and $u(x, t) \in \mathbb{R}^n \times \mathbb{R}$ is an $r$-vector function defined on $\mathbb{R}^n \times \mathbb{R}$. The solution of (28) is denoted as $\phi_u(t) = \phi_u(t; x_0, t_0)$.

Let $G$ be a closed subset of $\mathbb{R}^n \times \mathbb{R}$ to which all motions of the system (28) are restricted. Let the target set $S$ be a closed subset of $G$. In this section, the function $u$ is called an admissible feedback control law if

1. it is continuously differentiable with values $u(x, t)$ belonging to a locally compact set $U_0 \in \mathbb{R}^r$ for all $t$;
2. it has the property that when substituted into (28), any motion beginning in $G - S$ reaches $S$, or approaches $S$, in a uniform asymptotic manner without leaving $G$.

The class of functions satisfying the above properties is denoted by $U_1$. The terminal time $t_1 = t_1(x_0, t_0)$ is defined to be the time when the motion $(\phi_u(t), t)$ becomes a member of $S$, or, in the asymptotic case, $t_1 = \infty$. Note that in the finite time case, $S$ itself might be simply $\mathbb{R}^n \times t_1$. (Indeed, we shall focus in what follows on this possibility).

In the following, we first consider the situation when $t_1$ is finite, then consider the situation when $t_1$ is infinite.

4.1 $t_1$ Is Finite

The system performance is evaluated by the functional

\[ J(x_0, t_0, t_1; u) = \lambda[\phi_u(t_1), t_1] + \int_{t_0}^{t_1} L[\phi_u(\alpha), u(\phi_u(\alpha), \alpha), \alpha]d\alpha, \quad (29) \]

where $L$ and $\lambda$ are nonnegative scalar, continuously differentiable functions. It is assumed that $L$ is strictly convex in $u$.

We define

\[ V^0(x_0, t_0, t_1) = \inf_{u \in U_1} J(x_0, t_0, t_1; u). \quad (30) \]

Let $H$ be defined as

\[ H(x, p, t, u) = \langle f(x, u, t), p \rangle + L(x, u, t), \quad (31) \]

where $p$ is an $n$-vector, $u$ is an $r$-vector, and $\langle, \rangle$ denotes the inner product. Assume that $H$ has a unique absolute minimum for each $x, p,$ and $t$ with respect to the values $u \in U_0$, and let the associated location of minimum be denoted as $c(x, p, t)$. Assuming that $c$ is a continuously differentiable function of $x, p,$ and $t$, we define the Hamiltonian as

\[ H^0(x, p, t) = H(x, p, t, c(x, p, t)) = \min_{u \in U_0} H(x, p, t, u). \quad (32) \]

The HJB equation we consider is

\[ 0 = V_t + H^0(x, V_x, t) \quad (33) \]
subject to the boundary condition

$$V(x, t_1) = \lambda(x, t_1),$$

where $V(x, t)$ is a scalar function defined on $\mathbb{R}^n \times \mathbb{R}$, $V_t = \frac{\partial V}{\partial t}$, and $V_x = \frac{\partial V}{\partial x}$. It can be shown [23] that if $V(x, t)$ is twice continuously differentiable in all arguments, if it satisfies (33) in $G$ and the boundary condition $V(x, t_1) = \lambda(x, t_1)$ on $S$, and in addition if the function $u^0(x, t) = c(x, V_x, t)$ is admissible, then $V(x, t) = V^0(x, t)$. It is shown in [29] that for any optimal control problem described by (28), (29), and (30), we have

$$\frac{dJ}{dt}(\phi_u(t; x_0, t_0), t; u) = -L[\phi_u(t; x_0, t_0), u(\phi_u(t; x_0, t_0), t), t],$$

with $V(x, t) = \lambda(x, t)$ or, denoting $\phi_u(t; x_0, t_0)$ by $x$, we have

$$\hat{j}(x; t; u) = -L(x, u, t),$$

with $V(x, t) = \lambda(x, t)$. Given any optimal feedback control described by (28), (29) and (30), we define $V$ as the set of all continuously differentiable functions $V : \mathbb{R}^n \times \mathbb{R} \to \mathbb{R}$ such that $V(x, t_1) = \lambda(x, t_1)$ on $S$. Let $V^0$ be the subset of $V$ such that if $u(x, t) = c(x, V_x, t)$ then $u$ is admissible.

The following theorem comes from [29], and it constructs a monotone non-increasing function sequence which converges to the solution of (33). Meanwhile, it provides a technique of transferring an HJB equation into a sequence of linear PDEs.

**Theorem 3.** [29] Define a mapping $T : V_0 \to V$ for $V \in V_0$ and $T(V) = j(x; t; u)$ with $u(x, t) = c(x, V_x, t)$. Suppose $T(V^n) \in V^0$ for $n = 1, 2, 3, \ldots$. If $V^1 \in V^0$ and $V^{n+1} = T(V^n)$, $n = 1, 2, 3, \ldots$, then

$$V(x, t) \leq V^{n+1}(x, t) \leq V^n(x, t) \leq V^1(x, t),$$

where $V$ is the solution of (33). For every sequence $V^n$, there exists a function $V^*$ such that $V^n(x, t) \downarrow V^*(x, t)$ pointwise on $G$. If $G$ is bounded, the convergence is uniform. If $T$ is continuous in $V_0 \subset V$ and $V^* \in V^0$, then $V^* = V$. Furthermore, suppose $V^1$ is given, then the sequence $V^n$ can be recursively obtained by solving the following sequence of linear PDEs:

$$0 = \langle V_x^{n+1}, f(x, c(x, V^n_x, t), t) \rangle + V_t^{n+1} + L(x, c(x, V^n_x, t), t),$$

with the boundary condition $V^n(x, t_1) = \lambda(x, t_1)$.

**Proof.** See [29].

**4.2 $t_1$ Is Infinite**

In this subsection, we assume that there exists a solution of HJB equation (33) which minimizes the cost function (29) when $t_1$ is infinite. In such a situation, it is clear that the scalar function $L$ in (29) approaches zero when $t_1 \to \infty$. 
Evidently, for infinite time problems, key interest centers around stabilizing control laws. This motivates us to make the following assumption, which generalizes controllability/stabilizability and observability/detectability assumptions commonly made for $H_2$ problems.

**Assumption A1** There exists a feedback law for (28) ensuring that the closed-loop system is uniformly asymptotically stable with associated finite performance index, and if a feedback control law ensures that the achieved performance with $t_1 = \infty$ and an arbitrary $x(t_0)$ is finite, then the associated closed-loop system is uniformly asymptotically stable.

The following theorem gives an infinite time version of Theorem 3.

**Theorem 4.** Let the mapping $T : V_0 \rightarrow V$ be as defined in Theorem 3 and suppose $V$ is a solution of (33) with infinite terminal time $t_1$. Suppose $T(V^n) \in V^0$ for $n = 1, 2, 3, \ldots$. If $V^1 \in V^0$ and $V^{n+1} = T(V^n)$, $n = 1, 2, 3, \ldots$, then

$$V(x, t) \leq V^{n+1}(x, t) \leq V^n(x, t) \leq V^1(x, t),$$

(37)

where $V$ is the solution of (33). For every sequence $V^n$, there exists a function $V^*$ such that $V^n(x, t) \downarrow V^*(x, t)$ pointwise on $G$. If $T$ is continuous in $V_0 \subset V$ and $V^* \in V^0$, then $V^* = V$. Furthermore, suppose a bounded $V^1$ is chosen such that the system $\dot{x} = f(x, c(x, V^n_x), t)$ is uniformly asymptotically stable, then the sequence $V^n$ can be recursively obtained by solving the following sequence of linear PDEs:

$$0 = \langle V^{n+1}_x, f(x, c(x, V^n_x), t), t \rangle + V^{n+1}_t + L(x, c(x, V^n_x), t),$$

with the boundary condition

$$\lim_{t_1 \to \infty} V^n(x, t_1) = \lim_{t_1 \to \infty} \lambda(x, t_1),$$

and the closed-loop system $\dot{x} = f(x, c(x, V^n_x), t)$ is uniformly asymptotically stable for $n = 1, 2, \ldots$.

**Proof.** To show the algorithm in [29] holds for infinite time $t_1$, we can first show that (35) holds for infinite $t_1$ by using the argument in [29]. Then by using similar argument in Lemma 2, Theorem 2, and Theorem 5 of [29], we can construct the sequence $V^n$ satisfying (37). The convergence of $V^n$ can be proved by using the argument in Lemma 3 and Theorem 7 in [29]. We now use an inductive argument to prove the uniform asymptotical stability of the closed-loop system $\dot{x} = f(x, c(x, V^n_x), t)$. It is clear that the closed-loop system $\dot{x} = f(x, c(x, V^n_x), t)$ is uniformly asymptotically stable. Now we assume that the closed-loop system $\dot{x} = f(x, c(x, V^n_x), t)$ is uniformly asymptotically stable for $n = k$, then we need to show that the closed-loop system $\dot{x} = f(x, c(x, V^n_x), t)$ is uniformly asymptotically stable for $n = k+1$. Note that $V^1(x, t)$ is finite, then by (37), $V^k(x, t)$ and $V^{k+1}(x, t)$ are both finite. Then by Assumption A1, we conclude that the closed-loop system $\dot{x} = f(x, c(x, V^{k+1}_x), t)$ is also uniformly asymptotically stable, which completes the proof. \qed
Based on the observations of the Kleinman algorithm and the algorithm in Theorems 3 and 4, we can find there are some similarities between them: both these two algorithms are used to solve equations arising in optimal control; in both these two algorithms, monotone non-increasing sequences are constructed to approximate the solutions of the desired equations (i.e., Riccati equations or HJB equations). In view of these similarities, we can reasonably suppose that the algorithm in [29] is a generalization of the Kleinman algorithm, and that it will have some similar features to those of the Kleinman algorithm, for example, a local quadratic rate of convergence. The second point is now under consideration and should be resolved in the near future.

5 Solving an HJBI Equation by a Sequence of HJB Equations

As we indicated in the introduction section, HJBI equations arise in nonlinear $H_\infty$ control and they are first-order nonlinear partial differential equations and more difficult to solve than HJB equations. In this section, we present the recursive algorithm to solve HJBI equations. By using our algorithm, we replace the problem of solving an HJBI equation by the problem of solving a sequence of HJB equations; then by using the technique in Section 4, we can, if we wish, transfer each of these HJB equations to a sequence of linear PDEs. There are of course existing methods to solve HJBI equations, such as the method in [36] and the Galerkin approximation method in [7]. However, as we indicated in Section 1, there are some clear disadvantages for these algorithms. For example, when the methods in [36] and [7] are used to solve HJBI equations, it is difficult to choose an initial condition. Compared with the methods in [36] and [7], our algorithm has a very simple initial condition, viz., $V_0 = 0$. There are five subsections in this section: (1) preliminaries and definitions; (2) the summarizing theorem; (3) the algorithm; (4) rate of convergence and game theoretic interpretation of our algorithm; (5) a numerical example.

5.1 Preliminaries and Definitions

We work with the nonlinear control system $\Gamma : \mathcal{U}_0 \times \mathcal{W}_0 \to \mathcal{Y}_0$ given by the following equations:

\begin{align*}
x(0) &= x_0, \\
\dot{x}(t) &= f(x) + g_1(x)w(t) + g_2(x)u(t), \\
y(t) &= h(x),
\end{align*}

where $x \in \mathcal{X}_0$ is the state; $x_0 \in \mathcal{X}_0$ is the initial state; $u \in \mathcal{U}_0$ is the input; $w \in \mathcal{W}_0$ is the disturbance; $y \in \mathcal{Y}_0$ is the output. $f : \mathcal{X}_0 \to \mathbb{R}^n$, $g_1 : \mathcal{X}_0 \to \mathbb{R}^{n \times q}$,
$g_2 : \mathbb{X}_0 \rightarrow \mathbb{R}^{n \times m}$, and $h : \mathbb{X}_0 \rightarrow \mathbb{R}^p$ are smooth functions with $f(0) = 0$ and $h(0) = 0$. It is assumed further that $f, g_1, g_2$ are such that (39) has a unique solution for any $u \in \mathcal{U}_0$, $w \in \mathcal{W}_0$, and $x_0 \in \mathbb{X}_0$. Throughout Section 5, it is further assumed that the functions $f, g_1, g_2, h$ defined in the system $\Gamma$ can be represented in the following form:

\begin{align*}
f(x) &= Ax + f_r(x), \quad (41) \\
g_1(x) &= B_1 + g_{1r}(x), \quad (42) \\
g_2(x) &= B_2 + g_{2r}(x), \quad (43) \\
h(x) &= Cx + h_r(x), \quad (44)
\end{align*}

where $x := x(t)$, $A, B_1, B_2, C$ are real constant matrices with suitable dimensions and $f_r(x), g_{1r}(x), g_{2r}(x), h_r(x)$ are higher order remainder terms in power expansions.

The steady-state HJB equation associated with the system $\Gamma$ we treat in Section 5 is

$$
0 = 2 \left( \frac{\partial \Pi(x)}{\partial x} \right)^T f(x) + \left( \frac{\partial \Pi(x)}{\partial x} \right)^T (g_1(x)g_1^T(x) - g_2(x)g_2^T(x)) \left( \frac{\partial \Pi(x)}{\partial x} \right) + h^T(x)h(x), \quad (45)
$$

where $f, g_1, g_2, h$ are real functions in the system $\Gamma$, $x \in \mathbb{X}_0$ is the state vector of the system $\Gamma$, and $\Pi : \mathbb{X}_0 \rightarrow \mathbb{R}^+$ is the unique local nonnegative stabilizing solution we seek. Here, a solution of (45) is called a local *stabilizing solution* if this solution is such that the closed loop of the system $\Gamma$ is locally exponentially stable under the feedback inputs $u^* = -g_2^T(x) \frac{\partial \Pi(x)}{\partial x}$ and $w^* = g_1^T(x) \frac{\partial \Pi(x)}{\partial x}$. In such a situation, the vector field

$$
\dot{f}(x) = f(x) + g_1(x)g_1^T(x) \frac{\partial \Pi(x)}{\partial x} - g_2(x)g_2^T(x) \frac{\partial \Pi(x)}{\partial x} \quad (46)
$$

is locally exponentially stable at the equilibrium point $x^* = 0$.

In the remainder of this subsection, we give some definitions which will be useful in our summarizing theorem.

We now define linear stabilizability of a matrix function pair by the stabilizability of the linear parts of this matrix function pair.

**Definition 1.** [30] Let $f, g_2$ be the real functions defined in the system $\Gamma$ and suppose (41) and (43) hold. The pair $(f, g_2)$ is called linearly\(^1\) stabilizable if there exists a matrix $\tilde{D}$ such that $(A + B_2 \tilde{D})$ is a Hurwitz matrix.

---

\(^1\) There exists nonlinear systems which cannot be stabilized by linear controllers, for example, the nonlinear system $\dot{x} = \sqrt{x} + u$. This is the reason for the term linearly stabilizable, as opposite to “stabilizable.”
Next, we define a function $\Theta$, motivated by the right-hand side of the HJBI equation (45) that will be useful throughout Section 5.

**Definition 2.** Let $f, g_1, g_2, h$ be the real vector functions defined in the system $\Gamma$, and $x \in X_0$ be the state value of $\Gamma$. Let $T$ be the set which includes all smooth mappings from $X_0$ to $\mathbb{R}$ and define $\Theta : T \to T$ as

$$
(\Theta(V))(x) = 2 \left( \frac{\partial V(x)}{\partial x} \right)^T f(x) + \left( \frac{\partial V(x)}{\partial x} \right)^T (g_1(x)g_1^T(x) - g_2(x)g_2^T(x)) \left( \frac{\partial V(x)}{\partial x} \right) + h^T(x)h(x)
$$

(47)

for all $V \in T$, $x \in X_0$.

We define two functions $\hat{f}_V$ and $\tilde{f}_V$ which will be used to simplify the expressions in our main results and the HJB equations in our proposed algorithm (see (51) for example).

**Definition 3.** Let $f, g_1, g_2, h$ be the real vector functions defined in the system $\Gamma$. Let $T, \Theta$ be defined as in Definition 2. Suppose there exists a local nonnegative stabilizing solution $\Pi \in T$ to (45). Let $V \in T$, let $\hat{f}_V : X_0 \to \mathbb{R}$ be defined as

$$
\hat{f}_V(x) = f(x) + g_1(x)g_1^T(x)\frac{\partial V(x)}{\partial x} - g_2(x)g_2^T(x)\frac{\partial V(x)}{\partial x}
$$

for all $x \in X_0$, and let $\tilde{f}_V : X_0 \to \mathbb{R}$ be defined as

$$
\tilde{f}_V(x) = f(x) + g_1(x)g_1^T(x)\frac{\partial V(x)}{\partial x} - g_2(x)g_2^T(x)\frac{\partial \Pi(x)}{\partial x}
$$

for all $x \in X_0$.

### 5.2 The Summarizing Theorem

In this subsection, we set up the summarizing theorem by constructing two nonnegative function series $Z_k(x)$ and $V_k(x)$, and we also prove that $V_k(x)$ is monotonically increasing and converges to the unique local nonnegative stabilizing solution $\Pi(x)$ of (45) if such a solution exists.

**Theorem 5.** Consider the system $\Gamma$, and let $A, B_1, B_2, C$ be the real matrices appearing in (41), (42), (43), and (44), respectively. Let $x \in X_0$ be the state of the system $\Gamma$. Define $\Theta : T \to T$ as in (47). Suppose $(C, A)$ is detectable, $(A, B_2)$ is stabilizable and there exists a stabilizing solution $\Pi \geq 0$ to (3). Let $A_k, Z_k,$ and $P_k$ be the matrix sequences appearing in Theorem 1. Then

(1) there exists a unique local nonnegative stabilizing solution $\Pi(x)$ to (45);
(II) two unique real function sequences $Z_k(x)$ and $V_k(x)$ for all $k \in \mathbb{Z}_{\geq 0}$ can be defined recursively as follows:

$$V_0(x) = 0 \quad \forall x \in X_0,$$

(48)

$Z_k(x)$ is the unique local nonnegative stabilizing solution of

$$0 = 2f^T_k(x) \frac{\partial Z_k(x)}{\partial x} - \left( \frac{\partial Z_k(x)}{\partial x} \right)^T g_2(x) g^T_2(x) \frac{\partial Z_k(x)}{\partial x} +$$

$$+ (\Theta(V_k))(x) \quad \forall x \in X_0$$

(49)

with $0 = Z_k(0)$, $0 = \frac{\partial Z_k(x)}{\partial x} \bigg|_{x=0}$, and then

$$V_{k+1} = V_k + Z_k;$$

(50)

(III) the two series $V_k(x)$ and $Z_k(x)$ in part (II) have the following properties:

1. $(f(x) + g_1(x) g^T_1(x) \frac{\partial V_k(x)}{\partial x}, g_2(x))$ is linearly stabilizable $\forall k \in \mathbb{Z}_{\geq 0} \forall x \in X_0$,

2. $(\Theta(V_k))(x) = \left( \frac{\partial Z_k(x)}{\partial x} \right)^T g_1(x) g^T_1(x) \frac{\partial Z_k(x)}{\partial x} \forall k \in \mathbb{Z}_{\geq 0} \forall x \in X_0$,

3. $f(x) + g_1(x) g^T_1(x) \frac{\partial V_k(x)}{\partial x} - g_2(x) g^T_2(x) \frac{\partial V_{k+1}(x)}{\partial x}$ is locally exponentially stable at the origin $\forall k \in \mathbb{Z}_{\geq 0} \forall x \in X_0$,

4. $\Pi(x) \geq V_{k+1}(x) \geq V_k(x) \geq 0 \forall k \in \mathbb{Z}_{\geq 0} \forall x \in X_0$,

5. $Z_k(x) = \frac{1}{2} x^T Z_k x + O_0(x) \forall k \in \mathbb{Z}_{\geq 0} \forall x \in X_0$, $V_k(x) = \frac{1}{2} x^T P_k x + O_1(x) \forall k \in \mathbb{Z}_{\geq 0} \forall x \in X_0$,

where $Z_k$ and $P_k$ are the matrix sequences appearing in Theorem 1 and $O_0(x)$ and $O_1(x)$ are terms of higher order than quadratic.

(IV). For all $x \in X_0$, the limit

$$V_\infty(x) := \lim_{k \to \infty} V_k(x)$$

exists with $V_\infty(x) \geq 0$. Furthermore, $V_\infty = \Pi$ is the unique local nonnegative stabilizing solution to (45).

Proof. See [17]. □

From Theorem 5 (I) and (III1), we know that if there exists a local nonnegative stabilizing solution of (45), then (III1) holds. However, by Definition 1, we can check the linear stabilizability of a matrix function pair by checking its linear part. Hence we have the following corollary which gives a condition under which there does not exist a local stabilizing solution $\Pi(x) \geq 0$ to $\Theta(\Pi) = 0$. This is useful for terminating the recursion after a finite number of iterations.

Corollary 2. Let $A, B_1, B_2, C$ be the real matrices appearing in (41), (42), (43), and (44). Let $P_k$ be the matrix sequence appearing in Theorem 1. Suppose
that \((C, A)\) is detectable and \((A, B_2)\) is stabilizable. Let \(x \in X_0\) be the state of the system \(\Gamma\). Define \(\Theta : T \rightarrow T\) as in Definition 2. If \(\exists k \in Z_{\geq 0}\) such that \((A + B_1 B_1^T P_k, B_2)\) is not stabilizable, then there does not exist a local nonnegative stabilizing solution to \(\Theta(\Pi) = 0\).

Proof: See [17]. \(\square\)

Remark 3. It is worth pointing out that the sequence of HJB equations (49) is associated with a sequence of nonlinear optimal control problems; hence by using our algorithm, we have transferred a nonlinear \(H_\infty\) control problem into a sequence of nonlinear optimal control problems.

5.3 Algorithm

Let \(f, g_1, g_2, h\) be the real functions defined in the system \(\Gamma\) and suppose (41), (42), (43), and (44) hold. Let \(P_k\) be the matrix sequence appearing in Theorem 1. Let \(\hat{f}_V\) be defined in Definition 3. Suppose \((A, B_2)\) is stabilizable and \((C, A)\) is detectable; an iterative algorithm for finding the local nonnegative stabilizing solution of (45) is given as follows:

1. Let \(V_0 = 0\) and \(k = 0\).
2. Construct (for example, using the algorithm in Theorem 4, though this is not necessary) the unique local nonnegative stabilizing solution \(Z_k(x)\) which satisfies

\[
0 = 2\hat{f}_V^T(x) \frac{\partial Z_k(x)}{\partial x} - \left( \frac{\partial Z_k(x)}{\partial x} \right)^T g_2(x) g_2^T(x) \frac{\partial Z_k(x)}{\partial x} + (\Theta(V_k))(x),
\]

with \(0 = Z_k(0), 0 = \left. \frac{\partial Z_k(x)}{\partial x} \right|_{x=0}\), where \(\Theta\) is defined in Definition 2 and \(\hat{f}\) is defined in Definition 3.
3. Set \(V_{k+1}(x) = V_k(x) + Z_k(x)\).
4. Rewrite \(Z_k(x) = \frac{1}{2} x^T Z_k x + O_0(x)\) (note that this is always possible from Theorem 5 if \(Z_k(x)\) exists), where \(O_0(x)\) are terms of higher order than quadratic and \(Z_k \geq 0\) is the matrix sequence appearing in Theorem 1.
5. If \(\sigma(Z_k) < \mu\) where \(\mu\) is a specified accuracy, then set \(\Pi(x) = V_{k+1}(x)\) and exit. Otherwise, go to step 6.
6. If \((A + B_1 B_1^T P_k, B_2)\) is stabilizable, then increment \(k\) by 1 and go back to step 2. Otherwise, exit as there does not exist a local nonnegative stabilizing solution \(\Pi\) satisfying \(\Theta(\Pi) = 0\).

From Corollary 2 we see that if the stabilizability condition in step 6 fails for some \(k \in Z_{\geq 0}\), then there does not exist a local nonnegative stabilizing solution \(\Pi\) to \(\Theta(\Pi) = 0\) and the algorithm should terminate (as required by step 5). But when this stabilizability condition is satisfied \(\forall k \in Z_{\geq 0}\), construction of the series \(V_k(x)\) and \(Z_k(x)\) is always possible and either \(V_k(x)\) converges to \(\Pi(x)\) (which is captured by step 5) or \(V_k(x)\) just diverges to infinity, which again means that there does not exist a stabilizing solution \(\Pi(x) \geq 0\) to (45).
5.4 Rate of Convergence and Game Theoretic Interpretation

It can be shown that our algorithm to solve HJBI equations has a local quadratic rate of convergence and a game theoretic interpretation. Due to space restrictions, we omit the two parts here, please see [17] for more details.

5.5 A Numerical Example

In this subsection, a numerical example will be given. The example provides a numerical comparison between the method of characteristics [38] and our algorithm to solve an HJBI equation arising in nonlinear systems, and it shows that our proposed algorithm converges faster than the method of characteristics for this particular example.

**Example 1.** In [38], the method of characteristics is used to solve HJBI equations recursively. The following example comes from [36], and it illustrates the proposed algorithm outperforming the method of characteristics in [38] when solving HJBI equations. The comparison is possible because in this particular case, we are able to obtain the exact solution of the HJBI equation. The scalar system is given by

\[ \dot{x}(t) = u(t) + x w(t) \quad (52) \]

with output \( y(t) = x \). For this example, we have \( f(x) = 0, \ g_1(x) = x, \ g_2(x) = 1, \ h(x) = 1, \ A = 0, \ B_1 = 0, \ B_2 = 1, \ C = 1 \) and it is clear that \((A, B_2)\) is stabilizable and \((C, A)\) is detectable. Now the steady-state HJBI equation becomes

\[ x^2 - \left( \frac{\partial \Pi(x)}{\partial x} \right)^2 (1 - x^2) = 0, \quad (53) \]

with \( \Pi(0) = 0 \). We have (without any approximation)

\[ \frac{\partial \Pi(x)}{\partial x} = \pm \frac{x}{\sqrt{1 - x^2}} \quad \forall x \in (-1, 1), \quad \Pi(0) = 0. \quad (54) \]

a. Exact solution

Since \( \Pi(0) = 0 \) and we seek the solution for which \( \Pi(x) \geq 0 \) in a neighborhood of the origin, we have

\[ \frac{\partial \Pi(x)}{\partial x} = \frac{x}{\sqrt{1 - x^2}} \quad (55) \]

for \(-1 < x < 1\). Now the closed-loop saddle point solution for the system (52) is \( u^*(x) = -\frac{x}{\sqrt{1 - x^2}}, w^*(x) = \frac{x^2}{\sqrt{1 - x^2}} \) and the closed loop of the system (52) under the saddle point inputs \( u^* \) and \( w^* \) is

\[ \dot{x} = -x \sqrt{1 - x^2} \quad (56) \]
for $-1 < x < 1$. Then it is clear that $x^* = 0$ is a local stable equilibrium point for the system (56). We approximate the value of $\Pi(x)$ by approximating the value of $\frac{\partial \Pi(x)}{\partial x}$. From (55), we know that the value of $\Pi(x)$ is symmetric about the origin. In view of this, we only approximate the value of $\frac{\partial \Pi(x)}{\partial x}$ for $0 \leq x < 1$ in the following. The exact solution of $\frac{\partial \Pi(x)}{\partial x}$ in (53) can be approximated by both our algorithm and the method of characteristics in [38].

b. Our algorithm

To approximate $\frac{\partial \Pi(x)}{\partial x}$ in (53), we carry out our proposed algorithm from Section 5.3. For convenience, we denote $(\cdot)_{k,x} = \frac{\partial (\cdot)}{\partial x}$ in the following for $k = 0, 1, 2, 3$. After a straightforward computation, we obtain the first three approximations $V_{1,x}, V_{2,x}, V_{3,x}$ of $\frac{\partial \Pi(x)}{\partial x}$ in (53) as follows:

$$V_{1,x} = Z_{0,x} = x,$$
$$Z_{1,x} = x^3 - x + x\sqrt{x^4 - x^2 + 1},$$
$$V_{2,x} = x^3 + x\sqrt{x^4 - x^2 + 1},$$
$$Z_{2,x} = f_2 + \sqrt{f_2^2 + x^2 Z_{1,x}^2},$$
$$V_{3,x} = x^5 + x^3 \sqrt{x^4 - x^2 + 1} + \sqrt{f_2^2 + x^2 Z_{1,x}^2},$$

where $f_2 = x^5 - x^3 + (x^3 - x)\sqrt{x^4 - x^2 + 1}$.

c. Algorithm of characteristics

If we use the method in [38] to approximate the local nonnegative stabilizing solution $\Pi(x)$ to the HJBI equation (5), the first three approximations $\overline{V}_{1,x}, \overline{V}_{2,x}, \overline{V}_{3,x}$ of $\frac{\partial \Pi(x)}{\partial x}$ in (53) are

$$\overline{V}_{1,x} = x,$$
$$\overline{V}_{2,x} = x + \frac{1}{2} x^3,$$
$$\overline{V}_{3,x} = x + \frac{1}{2} x^3 + \frac{7}{16} x^5 + \frac{9}{80} x^7 + \frac{437}{53760} x^9.$$

We plot these approximations together in Fig. 1 (we ignore the first approximations for both algorithms since they are identical) to compare their convergence to the “exact solution,” which is given by (55).

From Fig. 1, we can see that our algorithm has better accuracy than the method of characteristics in [38], noting in particular the following points:

1. For both the second approximation and the third approximation, our algorithm is more accurate than the method in [38].
2. The second approximation (dotted line) of our algorithm is very close to the third approximation (dashed line) of the method in [38].
3. The third approximation of our algorithm (thin solid line) is very close to the exact solution (thick solid line).
6 Conclusions

There have been two main thrusts in this chapter. First, motivated by the knowledge that standard Riccati equation solvers can encounter numerical problems on occasions, which can often be fixed for $H_2$ Riccati equations using a Kleinman algorithm, we developed a new algorithm to solve $H_\infty$ Riccati equations. The algorithm is recursive, with each recursive step requiring solution of an $H_2$ Riccati equation (itself amenable to solution via the Kleinman algorithm). The algorithm has the following advantages: (1) a simple initialization; (2) local quadratic rate of convergence; (3) a natural game theoretic interpretation; (4) high numerical stability and reliability. Under some suitable assumptions, we can compute nonnegative stabilizing solutions of Riccati equations and HJBI equations recursively.

Second, motivated as much by the sparsity of solution methods for HJBI equations as by numerical problems arising from time to time in known solution procedures, we have illustrated how, for a class of HJBI equations, one can replace the problem of solving a single such equation by the problem of solving a sequence of HJB equations, each of which can be tackled using a sequence of linear partial differential equations.
The ideas presented may be valid in much broader game theoretic contexts than those considered here. One recent extension we have achieved is to the solution of $H_\infty$ periodic Riccati differential equations (see [4]), and it is possible that our algorithm can be extended to solve $H_\infty$ periodic HJBI equations.
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