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1 INTRODUCTION

Most wireless sensor network applications require knowing or measuring locations of thousands of sensors accurately. In environmental sensing applications such as bush fire surveillance, water quality monitoring and precision agriculture, for example, sensing data without knowing the sensor location is meaningless [1]. In addition, location estimation may enable applications such as inventory management, intrusion detection, road traffic monitoring, health monitoring, etc.

Sensor network localization refers to the process of estimating the locations of sensors using measurements between neighbouring sensors such as distance measurements and bearing measurements. In sensor network localization, it is typically assumed that a small portion of sensors, called anchors, have a priori information about their coordinates. These anchor nodes serve to fix the location of the sensor network in the global coordinate system. In applications which do not require a global coordinate system (e.g., monitoring in an office building or home environment), these anchor nodes define the reference coordinate system in which all other sensors are referred to. The coordinates of the anchor nodes may be obtained by using a global positioning system (GPS) or by installing the anchor nodes at fixed points with known coordinates. However due to constraints on cost and size of sensors, energy, implementation environment (e.g., GPS receivers cannot detect the satellites' transmission indoors) or the deployment of sensors (e.g., sensor nodes may be randomly deployed in the region), most sensors do not have a priori coordinate information. These sensor nodes without a priori coordinate information are referred to as the non-anchor nodes and their coordinates are to be estimated by the sensor network localization algorithm. In this chapter, we shall provide an overview of sensor network localization techniques as well as an introduction to the fundamental theory underpinning the sensor network localization. While many techniques covered in this chapter can be applied in both 2-dimensions (\(9\ell^2\)) and 3-dimensions (\(9\ell^3\)), we choose to focus on 2-dimensional localization problems. The rest of the chapter is organized as follows. In Section 2, we shall provide an overview of measurement techniques and the corresponding localization algorithms. In Section 3 we shall focus on connectivity-based localization algorithms. In Section 4 we shall focus on distance-based localization techniques. Section 5 introduces the fundamental theory of the various distance-based localization techniques and Section 6 summarizes current research problems in distance-based localization. Finally a summary is provided in Section 7.

2 MEASUREMENT TECHNIQUES

Most wireless sensor network localization algorithms rely on measurements between neighbouring sensors for location estimation. Measurement techniques in sensor network localization can be broadly classified into three categories: received signal strength (RSS) measurements, angle of arrival (AOA) measurements and propagation time based measurements. The propagation time based measurements can be further divided into three subclasses: one-way propagation time measurements, roundtrip propagation time measurements and time-difference-of-arrival (TDOA) measurements.

2.1 Received signal strength measurements

Received signal strength indicator (RSSI) has become a standard feature in most wireless devices and the RSS based localization techniques have attracted considerable attention in the literature for obvious reasons. The RSS based localization techniques eliminate the need for additional hardware, and exhibit favourable properties with respect to power consumption, size and cost. As such, the research community
It should be noted that $P_y$ and $P_z(d_0)$ in (1.4) are measured in watts instead of dB milliwatts.

Using (1.3) and (1.4), a simple calculation will show that the expected value of $\hat{d}_y$ is related to the true distance $d_y$ by:

$$E(\hat{d}_y) = d_y e^{\frac{\sigma^2}{2n^2}}$$  \hspace{1cm} (1.5)

where $\eta = \frac{10}{\ln(10)}$. That is, the maximum likelihood estimate in (1.4) is a biased estimate of the true distance and the bias can be removed when $\sigma$ and $n_0$ are known.

Given the distances between neighbouring sensors, algorithms can be developed to estimate the coordinates of the non-anchor sensor nodes. A detailed discussion on these algorithms can be found in Section 4.

2.1.2 RSS profiling based localization techniques

The RSS profiling based localization techniques have been mainly used in location estimation in wireless local area networks (WLANs). In the RSS profiling based localization techniques, a large number of sample points are distributed throughout the coverage area of the sensor network. One or more signal strength measurements are taken from all visible anchor nodes (e.g., access points in WLAN, sniffing devices [7]) at each sample point. Based on the collected information, an RSS model is established where each sample point is mapped to either a signal strength vector or a signal strength probability distribution. The RSS model constructed is essentially a map of the signal strength behaviour in the coverage area. The RSS model generated is unique with respect to the anchor locations and the sensor network environment. The RSS model is then stored in a central location.

A non-anchor node that is not aware of its location collects one or more signal strength measurements from all the visible anchor nodes and creates its own RSS fingerprint which is sent to the central station. The central station matches the presented signal strength vector to the RSS model using either nearest neighbour based methods [5] or probabilistic techniques, from which an estimate of the non-anchor node’s location can be obtained. The estimated location is then sent to the non-anchor node by the central station. Alternatively, a non-anchor node may request the RSS model from the central station and perform the location estimation by itself.

The accuracy of the RSS profiling based localization techniques depends on the particular technique used to build the model and the algorithm used to match the measured signal strength to the model. Generally speaking, the RSS profiling based localization techniques produce relatively small location estimation errors in comparison with the distance estimation based techniques [5]. Elnahrawy et al. proposed several area-based localization algorithms based on the RSS profiling [3]. Different from the earlier point-based algorithms which estimate the exact location of the non-anchor node, the area based algorithms estimate the possible area that might contain the non-anchor node. The performance of the area based algorithms is measured by two parameters: accuracy and precision, where accuracy is the likelihood the object is within the area and precision is the size of the area. Three techniques were proposed for the area based algorithms, i.e., single point matching, area based probability and Bayesian networks. By comparing the performance of these area based algorithms with the point based algorithm in [5], they observed that the performance of these algorithms is quite similar and there is a fundamental limit in the RSS profiling based localization algorithms. Elnahrawy et al. also found a general rule of thumb is that using 802.11 technology, with dense sampling and a good algorithm, one can expect a median localization error of about 3 m and a 97th percentile error of about 9 m. With relatively sparse sampling, every 6 m, or 37 m²/sample, one can still
Typically four or more antennas are used, with coarse tuning being done by simply measuring which antenna has the strongest signal, followed by fine tuning by comparing the amplitude responses.

The second category of measurement techniques is based on the principle that a transmitter’s bearing with regards to the receiver can be obtained from measurements of the phase differences in the arrival of a wave front. The measurements typically require a large receiver antenna (in comparison with the wavelength of the transmitter signal) or an antenna array. Fig. x.2 shows an antenna array of \( N \) antenna elements. The adjacent antenna elements are separated by a uniform distance \( d \). For a transmitter far away from the antenna array, the distance between the transmitter and the \( i^{th} \) antenna element is approximately given by \( R_i = R_0 - i d \cos \theta \), where \( R_0 \) is the distance between the transmitter and the \( 0^{th} \) antenna element and \( \theta \) is the bearing of the transmitter with regards to the antenna array. Therefore the transmitter signal received by adjacent antenna elements will have a phase difference of \( 2\pi \times \frac{d \cos \theta}{\lambda} \). By measuring the phase difference, the bearing of the transmitter can be obtained.

![Antenna Array Diagram](image.png)

**Fig. x.2.** Antenna array of \( N \) antenna elements

In the absence of noise and interference, bearing lines from two or more receivers will intersect to determine a unique location, which becomes the location estimate of the transmitter. In the presence of noise, more than two bearing lines will not intersect at a single point. The reader may refer to [10] for a detailed discussion on location estimation techniques with noisy measurements.

2.3 *Propagation time based measurements*

Propagation time based measurements can be further divided into three subclasses: one-way propagation time, roundtrip propagation time and time-difference-of-arrival (TDOA) measurements.

2.3.1 *One-way propagation time and roundtrip propagation time measurements*

Both one-way propagation time and roundtrip propagation time measurements have been widely used for estimating distance between neighbouring sensors. The principle of one-way propagation time measurements is straightforward. By measuring the difference between the sending time and the receiving time of a signal, the distance between the transmitter and the receiver can be obtained. However, one-way propagation time measurements require very accurate synchronization between the transmitter and the receiver. This requirement significantly adds to the cost of the sensor. Moreover, due to the high propagation speed of wireless signals, a small error in propagation time measurements may cause a large error in the distance estimate. These disadvantages make one-way propagation time measurements a less attractive option. In [11], Priyantha et al. obtained the one-way propagation time measurements by using a combination of RF and ultrasound hardware. On each transmission, a transmitter concurrently sends an RF...
Fig. x.4. Intersecting hyperbolas from three receivers. The transmitter is located at the intersection of hyperbola obtained from TDOA measurement of receivers 1 and 2 and hyperbola obtained from TDOA measurement of receivers 2 and 3.

Given the TDOA measurement $\Delta t_y$ and the coordinates of receivers $i$ and $j$, (1.7) defines one branch of a hyperbola whose foci are at the locations of receivers $i$ and $j$ and on which $r_i$ must lie. In $\mathbb{R}^2$, measurements from a minimum of three receivers are required to uniquely determine the location of the transmitter. This is illustrated in Fig. x.4. In practice, $\Delta t_y$ is not available; instead we have the noisy TDOA measurement $\tilde{\Delta t}_y$ defined by:

$$\tilde{\Delta t}_y = \Delta t_y + n_y = \frac{1}{c} \left( \| r_i - r_y \| - \| r_j - r_y \| \right) + n_y$$  \hspace{1cm} (1.8)

where $n_y$ denotes an additive noise, which is usually assumed to be a Gaussian distributed random variable with zero mean. In a system consisting of $N$ receivers, there are $N-1$ linearly independent TDOA equations like (1.8). A maximum likelihood solution to the transmitter location can be obtained numerically by using an iterative gradient descent algorithm [10]. Recently, Doğançay developed a closed-form transmitter location estimator using TDOA measurements based on triangulation of hyperbolic asymptotes [13].

In a wireless sensor network, which measurement technique to use for location estimation will depend on the specific application. Typically, both AOA and propagation time based measurements are able to achieve better accuracy than RSS based measurements. However, that accuracy is achieved at the expense of higher equipment cost. Patwati et al. gave a Cramér-Rao lower bound for location estimation using some measurement techniques in [14].

3 CONNECTIVITY-BASED LOCALIZATION ALGORITHMS

It is worth noting that there is a class of localization algorithms that do not rely on any of the measurement techniques in the last section. They are the so-called connectivity-based or “range free” localization algorithms. They use the connectivity information, i.e., “who is within the communications range of whom” [15] to derive the locations of the non-anchor nodes.

In [16], Doherty et al. formulated the connectivity-based localization problem as a convex optimization problem and locations of the non-anchor nodes are obtained using polynomial-time numerical algorithms based on interior point methods for solving linear programs or semidefinite programs (SDP). A linear program is a program of the form:
and four randomly placed anchors showed a localization error of 0.35. The average node degree is 10. The MDS algorithm can be easily extended to incorporate distance measurements for location estimation. Shang et al. further improved the algorithm in [19]. The main idea is to compute a local map using MDS for each node consisting only of nearby nodes, and then to merge these local maps together to form a global map. The improved algorithm avoids using the shortest path between far away nodes and can be implemented in a distributed fashion. It performs better than the original method on irregularly-shaped networks.

Generally, the connectivity-based localization algorithms are able to obtain a coarse grained estimate of each node's location. The localization error decreases with increasing density of the network and the number of anchors. The localization error is smaller in a regular network topology and becomes much larger in an irregular network topology. Although not able to achieve an accurate estimate of location, the simplicity of the connectivity-based localization algorithms makes them attractive for applications requiring an approximate location estimate only.

4 DISTANCE-BASED LOCALIZATION ALGORITHMS

In the remaining sections, we shall focus on distance-based localization algorithms. Distance-based localization algorithms can be divided into centralized algorithms and distributed algorithms. In centralized algorithms, all measurements are sent to a central processor where location estimation is performed. In distributed algorithms, there is no central processor. Each non-anchor node estimates its location using measurements between neighbouring nodes and the location estimates of its neighbours.

Centralized algorithms can be used in applications where a centralized architecture already exists. For example, in applications such as health monitoring, road traffic monitoring and control, environmental monitoring and precision agriculture, a central system already exists, which gathers information from all nodes in the network. In that case, it is convenient to piggyback the distance measurements onto the monitoring information sent to the central processor. Centralized algorithms are likely to provide more accurate location estimates than distributed algorithms. However centralized algorithms suffer from the scalability problem and generally are not suitable for a large scale sensor network. Centralized algorithms also suffer from higher computational complexity, and lower reliability which is caused by multi-hop transmission over a wireless network. In comparison, distributed algorithms are more scalable and have lower computational complexity. However distributed algorithms are difficult to design because of the potentially complicated relationship between local behaviour and global behaviour. Algorithms that are locally optimal may not perform well in a global sense. How to optimally distribute the computation of a centralized algorithm in a distributed implementation continues to be a research problem. Moreover, distributed algorithms generally require multiple iterations to converge to a stable solution. The relatively slow convergence speed of distributed algorithms may be a concern in some applications. Error propagation is also a potential problem in distributed algorithms.

Another important factor affecting the choice between centralized algorithms and distributed algorithms is communication cost. Sensors are energy constrained. Depending on the hardware and the transmission range, the energy required for transmitting a single bit could be used to execute 1,000 to 2,000 instructions [20]. Centralized algorithms in large networks require each sensor's measurements to be sent over many hops to a central processor. Distributed algorithms require only local information exchange between neighboring nodes but possibly many such exchanges are required, depending on the number of iterations needed to arrive at a stable solution. The energy efficiency of centralized and distributed algorithms was compared in [21]. In general, when the average number of hops to the central processor exceeds the necessary number of iterations, distributed algorithms will likely save communication energy costs.
normalized by the transmission range. When the transmission range is 1.1, 1.2, 1.4, 1.6, 1.8 and 2.0, the corresponding average node degree is 6.86, 8.19, 10.87, 13.96, 17.87 and 21.36 respectively. The following noise model is used in the simulation:

\[ \tilde{d}_y = d_y (1 + \rho \times n) \]  

(1.12)

where \( n \) is a random noise with normal distribution and \( \rho = 0.1 \).

Fig. 1.5. Performance of SA algorithm with flip ambiguity mitigation and SDP algorithm with gradient search improvement

As shown in the figure, the SA algorithm has better accuracy than the SDP algorithm with gradient search however this improvement is achieved at the expense of higher computation cost. A possible reason for the better performance is the SA algorithm is robust against being trapped into a local minimum.

4.2 Distributed algorithms

The "DV-hop" algorithm developed by Niculescu et al. [18] can be readily modified to include distance measurements into the location estimation. This is done by letting neighbouring nodes propagate measured distance instead of hop count. The corresponding algorithm is referred to as the "DV-distance" algorithm [18].

Savarese et al. developed a two-stage localization algorithm in [27]. In the first stage, a "Hop-terrain" algorithm, which is similar as the "DV-hop" algorithm, is used to obtain an initial estimate of the nodes' locations. In the second stage, the measured distances between neighbouring nodes are used to refine the initial location estimate. To mitigate location estimation errors caused by error propagation and unfavourable network topologies, a confidence value is assigned to each node's position. An anchor has a higher confidence value (close to 1) and a non-anchor node with few neighbours and poor constellation has lower confidence value (close to 0). Simulation using 400 nodes uniformly placed in a 100 by 100 square showed that the algorithm is able to achieve an average location estimation error of less than 33% of the transmission range in the presence of 5% distance measurement error (normalized by the transmission range) and 5% anchors. The average node degree is greater than 7.

The localization algorithm developed by Savvides et al. [28] is divided into four stages. In the first stage, those nodes whose locations are "tentatively unique" are selected based on the assumption that solution to a node location is "tentatively unique" if it has at least three neighbours that are either non-collinear anchors or their solutions are "tentatively unique". The locations of these tentatively uniquely localizable nodes are estimated in stage two and three. In the second stage, each non-anchor node obtains the estimated distances to at least three anchors using a "DV-distance" like algorithm. An estimated distance to an anchor node
$N(S,D,S_a)$ with a set $S$ of sensor nodes, a set $D$ of known distances $d_y$ between certain pairs of nodes $s_i, s_j \in S$, and a set $S_a \subset S$ of anchor nodes $s_a_i$ ($a_i \in \{1, \ldots, |S|\}, i \in \{1, \ldots, |S_a|\}$), whose coordinates $r_i$ are known. Find a mapping $p : S \to \mathbb{R}^d$ ($d \in \{2,3\}$) that assigns a $d$-dimensional coordinate to each node $s_i \in S$ such that $\|p(s_i) - p(s_j)\| = d_y$ holds for all node pairs $s_i, s_j \in S$ for which $d_y$ is given (i.e., $d_y \in D$), and the assignment is consistent with any (anchor) node assignments provided, i.e., $p(s_a_i) = r_i$, $\forall s_a_i \in S_a$.

![Sensor network localization problem](image)

Fig. x. 6. A two-dimensional sensor network localization problem: Absolute positions $r_i$ of the three anchor sensors $s_a_1 = 1, s_a_2 = 4, s_a_3 = 14$ are known. The distance $d_y$ between each sensor pair $s_i, s_j$ connected with a (dashed) line segment is measurable. The task is to estimate the absolute position of every sensor $s_i$ in the network.

The sensor network localization problem, which is formulated in Problem 1 and illustrated in Fig. x.6, can be split up into an analytic existence/solvability problem and an algorithmic problem. The analytic problem is to determine the properties of a sensor network that ensure unique solvability of the localization problem. The algorithmic problem is to find a method of solving the localization problem and determine the computational complexity of this method. A specific pair of questions to be answered related to the algorithmic problem are how to deal with the presence of errors in the inter-sensor measurements and how such errors translate into errors in the algorithm’s output of sensor coordinates.

5.2 A Graph Theoretical Framework

In the sequel, both the analytic and the algorithmic problems above will be studied in the framework of graph theory, particularly using the notions of rigid graph theory. A sensor network $N(S,D,S_a)$, as described in Problem 1, can be represented by a graph $G = (V,E)$ with a vertex set $V$ and an edge set $E$, where each vertex $i \in V$ is associated with a sensor node $s_i$ in the network, and each edge $(i,j) \in E$ corresponds to a sensor pair $s_i, s_j$ for which the inter-sensor distance $d_y$ is known. In this case, we call $G = (V,E)$ the underlying graph of the sensor network $N(S,D,S_a)$.

A $d$-dimensional ($d \in \{2,3\}$) representation of a graph $G = (V,E)$ is a mapping $\overline{p} : V \to \mathbb{R}^d$. Given a

---

1 In this chapter, $|\overline{S}|$ for a given set $\overline{S}$ denotes the number of elements in $\overline{S}$. 
\((G, \vec{p})\) is called **rigid** if there exists a sufficiently small positive constant \(\varepsilon\) such that if \((G, \vec{q})\) is equivalent to \((G, \vec{p})\) and \(\|\vec{p}(i) - \vec{q}(i)\| < \varepsilon\) for all \(i \in V\) then \((G, \vec{q})\) is congruent to \((G, \vec{p})\). Intuitively, a rigid framework cannot flex, and if a framework \((G, \vec{p})\) (with a distance set \(\overline{D}\)) is non-rigid then continuous deformations can be applied to produce an infinite number of different realizations of \(G\) (for \(\overline{D}\)).

Note that there exist rigid frameworks \((G, \vec{p})\) and \((G, \vec{q})\) which are equivalent but not congruent, as demonstrated in Fig. x.8. A framework \((G, \vec{p})\) is **globally rigid** if every framework which is equivalent to \((G, \vec{p})\) is congruent to \((G, \vec{p})\). It is easy to see that if \(G\) is a complete graph then the framework \((G, \vec{p})\) is necessarily globally rigid.

If a framework \((G, \vec{p})\) (with a distance set \(\overline{D}\)) is rigid but not globally rigid, like the ones in Fig. x.8, although a continuous deformation does not exist as in the case of non-rigid frameworks, there are two types of discontinuous deformations that can prevent a realization of \(G\) (for the distance set \(\overline{D}\)) from being unique (in the sense that it differs from the other possible realizations of the same graph at most by translation, rotation or reflection) [37, 38]: **flip** and **discontinuous flex ambiguities**.

In **flip ambiguities** in \(\mathbb{R}^d\) \((d \in \{2,3\})\), a vertex (sensor node) \(v\) has a set of neighbours which span a \((d-1)\)-dimensional subspace, e.g., \(v\) has only \(d\) neighbours; which leads to the possibility of the neighbours forming a mirror through which \(v\) can be reflected. Fig. x.8(a) depicts an example of flip ambiguity. In **discontinuous flex ambiguities** in \(\mathbb{R}^d\) \((d \in \{2,3\})\), the removal of an edge allows the remaining part of the graph to be flexed to a different realization (which cannot be obtained from the original realization by translation, rotation or reflection) and the removed edge reinserted with the same length. Fig. x.8(b) depicts an example.

Fig. x.8. Two pairs of equivalent rigid frameworks in \(\mathbb{R}^2\) which are not congruent: (a) The frameworks suffer from flip ambiguity: Vertex 1 can be reflected across the edge (2,3) to a new position without violating the distance constraints. (b) The frameworks suffer from discontinuous flex ambiguity: Removing the edge (1,4), flexing the edge triple (1,5),(1,2),(2,3), and reinserting the edge (1,4) so that the distance constraints are not violated in the end, we obtain a new realization.

Knowing the graph and distance set of a globally rigid framework is not sufficient to position the framework absolutely in \(\mathbb{R}^d\) \((d \in \{2,3\})\). In order to do this, we need the absolute positions of at least three vertices in \(\mathbb{R}^2\) or four vertices in \(\mathbb{R}^3\) as well, and in fact they must be **generically positioned**, i.e., these vertices should not lie on the same line in \(\mathbb{R}^2\) or the same plane in \(\mathbb{R}^3\). Fig. x.9 illustrates a case in \(\mathbb{R}^2\), where the three vertices with known absolute positions are collinear. For this example, there are two possible absolute positions for the whole framework, which are symmetric with respect to the line passing through the three collinear vertices with known absolute positions.
to have a finite number of solutions. However, in some cases where \((G, \mathcal{P})\) is rigid but not globally rigid, some additional \textit{a priori} information may compensate the need for global rigidity. For example, assume that a sensor network can be represented by a unit disk graph, where there is an edge between two nodes (the nodes can sense each other) if and only if the distance between them is less than a certain threshold \(R > 0\). Then the ambiguities due to the non-globally rigid nature of the underlying graph may sometimes be eliminated using the unit disk graph properties as demonstrated in Fig. x.10.

Given a rigid framework \((G, p)\) in \(\mathbb{R}^d\) \((d \in \{2, 3\})\), if \(p\) is \textit{generic}, for example, if no combination of \(d + 1\) vertices in \(G\) lies on a \(d - 1\) dimensional hyperplane (which is a line in \(\mathbb{R}^2\) and a plane in \(\mathbb{R}^3\)), then the graph \(G\) alone determines the rigidity of the framework, and so we can define \textit{generic rigidity of a graph}. Note that there is a linear algebraic test for rigidity based on the rank of a matrix, called the rigidity matrix, whose entries are formed from the coordinates of the vertices. In \(\mathbb{R}^2\), there exists the following alternative combinatorial (essentially graph theoretic) necessary and sufficient condition for rigidity, termed Laman's Theorem [39, 40].

**Theorem 2 (Laman's Theorem) [39, 40]:** A graph \(G = (V, E)\) in \(\mathbb{R}^2\), where \(|V| > 1\), is generically rigid if and only if there exists a subset \(E' \subseteq E\) satisfying the following two conditions:

(i) \[|E'| = 2|V| - 3\]

(ii) For any non-empty subset \(E'' \subseteq E', \ |E''| \leq 2|V(E'')| - 3\), where \(V(E'')\) denotes the set of all end-vertices of the edges in \(E''\).

No such combinatorial necessary and sufficient condition is currently available in \(\mathbb{R}^3\), where the obvious generalizations of the two dimensional results are only necessary, but not sufficient [40], i.e., we only have the following necessary and sufficient condition in \(\mathbb{R}^3\):

**Theorem 3 [40]:** If a graph \(G = (V, E)\) in \(\mathbb{R}^3\), where \(|V| > 2\), is generically rigid, then there exists a subset \(E' \subseteq E\) satisfying the following two conditions:

(i) \[|E'| = 3|V| - 6\]

(ii) For any non-empty subset \(E'' \subseteq E', \ |E''| \leq 3|V(E'')| - 6\), where \(V(E'')\) denotes the set of all end-vertices of the edges in \(E''\).

We can define \textit{generic global rigidity of a graph} in \(\mathbb{R}^2\) in a similar way [41]. In order to state a combinatorial test for generic global rigidity in \(\mathbb{R}^2\), we need to define two other terms: For any positive integer \(k\), a graph is called \textit{k-connected} if between any two vertices of the graph, there exist at least \(k\) paths which have no edge or vertex in common, or equivalently, it is not possible to find \(k - 1\) vertices whose removal (together with the removal of the edges incident on them) would render the graph unconnected [42]. A graph is termed \textit{generically redundantly rigid} if with the removal of any edge, it remains generically rigid [35, 43]. In \(\mathbb{R}^2\), there is a variant of Laman's Theorem for checking generic redundant rigidity; the reader may refer to [37, 43] for details. Based on these definitions, the following theorem states an elegant necessary and sufficient condition for \textit{generic global rigidity} of a framework (i.e., global rigidity of a generic framework) in \(\mathbb{R}^2\):

**Theorem 4 [43]:** A graph \(G = (V, E)\) in \(\mathbb{R}^2\) with \(|V| \geq 4\) vertices is generically globally rigid if and only if it is 3-connected and redundantly rigid.

In \(\mathbb{R}^3\), it is necessary that a graph be 4-connected and generically redundantly rigid for the graph to be generically globally rigid. However, these conditions are known to be insufficient [41]. No necessary and sufficient condition for generic global rigidity has been established in \(\mathbb{R}^3\) yet. In fact, in contrast to
law is proposed in [33] for the cases where each sensor can determine the angle between two of its neighbours in addition to the distances to those neighbours. In such a case, noting that the cosine law allows determination of the distance between any two neighbours of each sensor and that any pair of neighbours of a given sensor are either neighbours of each other or at a two hop distance from each other, all two-hop distances can be determined.

5.6 Localization of Large-Scale Sensor Networks

Modelling sensor networks with a large number of sensor nodes using the deterministic graph settings of the previous subsections is not feasible in general, due to various sources of uncertainties. An often appropriate way of abstracting such large-scale networks is found to be via random geometric graph notions [34, 35].

A 2-dimensional random geometric graph $G_n(R)$ parameterized by a pair of positive real numbers $n, R$ is a random graph framework $((V, E), \overline{p})$ where $V$ is a random vertex set and $\overline{p}$ is a random realization such that each vertex $i \in V$ with realization $\overline{p}(i)$ is a random point in $[0,1]^2$ generated by a 2-dimensional Poisson process of intensity $n$, and $E$ is a random edge set, for any pair $i \neq j \in V$, satisfying $(i, j) \in E$ if and only if $|\overline{p}(i) - \overline{p}(j)| < R$. The parameters $n$ and $R$ are called the sensor density and the sensing radius, respectively.

Modelling of a large-scale sensor network using a random geometric graph allows analysis of the probability (of the underlying graph) of the network being connected, $k$-connected, globally rigid, etc. It further allows one to analyze the effects of changing the sensing radius on such probabilities. The results of a series of such analyses can be found in [34, 35, 46]. Next, we present some of these results together with the implications of the earlier theorems in the section for random geometric graphs.

Remark 3: Theorem 5 implies that (in $\mathbb{R}^2$), for a given sensor density -- sensing radius pair $n, R$, the probability of $G_n(2R)$ to be globally rigid is greater than or equal to the probability of $G_n(R)$ being 2-connected.

Theorem 8 [34, 35]: Consider a set of random graphs $G_n(R)$ with $n$ varying, and with $R$ dependent on $n$ and such that for all $n$, there holds $\frac{nR^2}{8\log n} \geq 1 + \varepsilon$ for some positive $\varepsilon$. Then the probability that $G_n(R)$ is not a trilateration graph tends to zero as $n \to \infty$.

Theorem 9 [34, 35]: For any positive integer (sensor density) $n$, there exists some sensing radius $R \in O\left(\sqrt{\frac{\log n}{n}}\right)$ such that a realization of the 2-dimensional random geometric graph $G_n(R)$ is computable in linear time if the positions of three vertices in $G_n(R)$ connected with edges to each other are known.

Further discussions about sensor network localization protocols based on the above results as well as the analysis of 3-dimensional large-scale sensor networks, as opposed to 2-dimensional ones, can be found in [34, 35]. As a relevant issue an analysis of the localization of so-called partially localizable sensor networks, where some of the sensors in the network cannot be uniquely localized, can be seen in [36].

5.7 Complexity of Rigid Graph Theory Based Localization Algorithms

The computational complexity of distance-based network localization algorithms has been investigated in the literature (see, e.g., [34, 35, 45]). In general, the computational complexity of localization is exponential in the number of sensor nodes [45]. As mentioned in Section 5.3, this conclusion is particularly valid for sensor networks whose underlying graphs are unit disk graphs. Nevertheless, there are exceptional classes of sensor network underlying graphs, for which this conclusion does not apply. The trilateration and
localization problems as indicated in Theorem 1, the above inaccuracy sources may cause a localization algorithm to suffer from certain ambiguities described in Section 5.3, which are typical in non-globally rigid (but rigid) settings. Examples of such situations are given in [38]. A sample situation where measurement errors may cause flip ambiguity problems is depicted in Fig. x.11.

Fig. x.11. Measurement noises causing a flip ambiguity in a globally rigid setting: Sensor node 4 is desired to be localized employing the known positions of nodes 1, 2, 3 and measurements of the distances between node pairs (4,1), (4,2), and (4,3). The distance measurements $d_{24}$ and $d_{14}$ constrain the position of node 4 to lie on one of the two intersection points of the circles shown in the figure. An erroneous measurement of the distance $d_{14}$ as $\hat{d}_{14}$ will cause node 4 to be located as $\hat{4}$.

A recent work focusing on robust distributed localization of sensor networks with certain measurement/estimation errors of the above type and ambiguities caused by these errors is presented in [38]. In this paper, certain criteria are provided in selection of the subgraphs of the underlying graph of a network to be used in a localization algorithm robust against such errors. The analysis in [38], however, is not complete and there may be other criteria that may better characterize robustness of a given sub-network against distance measurement and location estimation errors in localization, which both show future research directions in the area. A closely related current problem is to understand how graph properties characterize sensor networks with robust localization to (complete) sensor failures rather than measurement and estimation inaccuracies.

Another area of active research is understanding and utilizing the data and error propagation characteristics in a sensor network. Some of the available tools related to this area can be seen in [32]. Using the tools here together with some other methods, approaches can be developed to localization based on analysis of accumulation of gross (ambiguity-type) errors of low probability and small errors of high probability.

It is worth to recall the idea of using trilateration islands stated in Section 5.7 to reduce the computational complexity of localization of networks having certain classes of globally rigid underlying graphs which are not trilateration graphs. Given such an underlying graph, the problem of partitioning the graph to trilateration islands in an optimal way is open. Once such a partitioning is known, development of an optimal algorithm employing trilateration ideas is another future research direction.

7 SUMMARY

Most wireless sensor network applications require knowing or measuring locations of thousands of sensors accurately. Sensor network localization is an important area that attracted significant research interest recently. This interest is expected to grow further with the proliferation of wireless sensor network applications.

In this chapter we discussed three major categories of measurement techniques in sensor network localization, i.e., received signal strength measurements, angle of arrival measurements, and propagation time based measurements. The localization algorithms built on these measurement techniques were also discussed. In a wireless sensor network, which measurement technique and algorithm to use for location


