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Abstract

The cold-start problem involves recommendation of content to new users of a system, for whom there is no historical preference information available. This proves a challenge for collaborative filtering algorithms that inherently rely on such information. Recent work has shown that social metadata, such as users’ friend groups and page likes, can strongly mitigate the problem. However, such approaches either lack an interpretation as optimising some principled objective, involve iterative non-convex optimisation with limited scalability, or require tuning several hyperparameters. In this paper, we first show how three popular cold-start models are special cases of a linear content-based model, with implicit constraints on the weights. Leveraging this insight, we propose LoCo, a new model for cold-start recommendation based on three ingredients: (a) linear regression to learn an optimal weighting of social signals for preferences, (b) a low-rank parametrisation of the weights to overcome the high dimensionality common in social data, and (c) scalable learning of such low-rank weights using randomised SVD. Experiments on four real-world datasets show that LoCo yields significant improvements over state-of-the-art cold-start recommenders that exploit high-dimensional social network metadata.

Introduction

Collaborative filtering has emerged as the gold-standard approach to personalised recommendation of content to users (Leavitt 2013). The central idea of collaborative filtering is to infer a user’s preferences based on their past interactions with a system, as well as the preferences of other like-minded users (Goldberg et al. 1992; Resnick et al. 1994). While this approach has seen considerable success, it has an obvious failure mode: how do we recommend content to new users without any historical preference information? This is known as the user cold-start problem (Schein et al. 2002), and is pervasive in real-world recommendation applications.

Cold-start problems may be addressed by exploiting exogenous side-information about users, such as demographic attributes. This can be done using content-based rather than collaborative filtering, where the central idea of the former is to infer a user’s preferences by explaining their past interactions based on the side-information (Pazzani and Billsus 2007). The cold-start problem does not plague such approaches, and has thus been addressed both by vanilla content-based filtering recommenders (Billsus and Pazzani 1999; Mooney and Roy 2000) as well as hybrid collaborative and content-based filtering recommenders (Schein et al. 2002; Gunawardana and Meek 2009).

The precise form of side-information available has an impact on the accuracy of cold-start predictions (Gantner et al. 2010; Sedhain et al. 2014). Recent work has shown that social information, such as users’ friend groups and page likes, is sufficiently rich to strongly mitigate the cold-start problem. Various means of incorporating this information into neighbourhood (Zhang et al. 2010; Sahebi and Cohen 2011; Sedhain et al. 2014; Rosli et al. 2014; Rohani et al. 2014) and matrix factorisation (or latent feature) approaches (Ma et al. 2008; Cao, Liu, and Yang 2010; Jamali and Ester 2010; Noel et al. 2012; Krohn-Grimberghe et al. 2012) have been studied, with encouraging results. However, both strands of work have limitations. Neighbourhood methods lack an interpretation as minimising some principled objective, potentially resulting in sub-optimal solutions. Matrix factorisation methods, on the other hand, involve time-consuming iterative optimisation of a non-convex objective and require tuning of a potentially large number of hyperparameters.

This paper proposes an efficient, accurate, learning-based approach for the cold-start problem that leverages social data. Our first contribution is to show how three popular cold-start models (Sedhain et al. 2014; Gantner et al. 2010; Krohn-Grimberghe et al. 2012) can be seen as a special case of a linear content-based model, which explains some of their drawbacks. Leveraging this insight, our second contribution is a new model, LoCo, that overcomes these limitations by employing three ingredients:

(a) multivariate linear regression to learn an optimal weighting of social signals for preferences,
(b) a low-rank parametrisation of the regression weights to address the high dimensionality common in social data,
(c) highly scalable learning of such low-rank weights via randomised SVD (Halko, Martinsson, and Tropp 2011).

While each of these ideas is simple, using them in conjunction is powerful: experiments on four real-world datasets demonstrate that LoCo yields substantial improvements over state-of-the-art cold-start recommenders leveraging high-dimensional side-information from a social network.
Background and notation

Suppose we have a database of $U$ users and $I$ items. Let $R \in \{0, 1\}^{U \times I}$ denote a purchase matrix, where $R[u, i] = 1$ means that user $u$ purchased item $i$. Let $R[ :, i] \in \{0, 1\}^U$ denote the vector of item purchases. In many applications, we additionally have a side-information (or metadata) matrix $X \in \mathbb{R}^{U \times P}$. We will think of $X_{up}$ being whether or not user $u$ “likes” a webpage $p$, though $X$ could equally reflect e.g. users’ group memberships, friend circles, et cetera.

Collaborative and content-based filtering

The three high-level approaches to personalisation recommended may be summarised as follows:

1. **Content-based filtering**: exploit correlations between user side-information $X$ and item preferences $R$, e.g. by deriving metadata-based user similarities (Billus and Pazzani 1999), or learning metadata-to-preference classifiers (Mooney and Roy 2000);

2. **Collaborative filtering**: exploit correlations amongst the preferences $R$ of all users, e.g. by $k$-nearest neighbour recommendation (Herlocker et al. 1999) or matrix factorisation (Koren, Bell, and Volinsky 2009);

3. **Hybrid filtering**: exploit both forms of correlation (Basu, Hirsh, and Cohen 1998; Melville, Mooney, and Nagarajan 2002; Basildico and Hofmann 2004).

As $k$-nearest neighbour and matrix factorisation methods feature heavily in the sequel, we briefly summarise them here. In (user) $k$-nearest neighbour approaches, one models

$$ R \approx SR_{tr} $$

for some pre-defined similarity matrix $S$, typically based on the cosine similarity of $R$ with itself. In matrix factorisation approaches, one models

$$ R \approx UV $$

for some latent representations $U \in \mathbb{R}^{U \times K}$, $V \in \mathbb{R}^{K \times I}$ with latent dimensionality $K \ll \min(U, I)$. The parameters $U, V$ are typically estimated by solving

$$ \min_{U, V} \| R - UV \|_F^2 + \lambda_U \| U \|_F^2 + \lambda_V \| V \|_F^2. $$

The user cold-start problem

The recommendation problem we consider is the **cold-start** scenario, where a user has no prior purchases. We split the set of users into the (training) $U_{tr}$ **warm-start** users with at least one purchase, and the rest as the (test) $U_{te}$ **cold-start** users. We denote the corresponding slices of the purchase matrix by $R_{tr} \in \mathbb{R}^{U_{tr} \times I}$, $R_{te} \in \mathbb{R}^{U_{te} \times I}$, where by definition $R_{te} = 0$. Our interest will be in producing $R_{te} \in \mathbb{R}^{U_{te} \times I}$, a recommendation matrix for the cold-start users.

Personalised recommendation for cold-start users is intuitively impossible from $R$ alone. But suppose we have a metadata matrix $X$, with $X_{tr}, X_{te}$ being the metadata for the warm- and cold-start users respectively. Then, we might hope to leverage correlations between $X_{tr}$ and $R_{tr}$ to make meaningful predictions for the cold-start users.

Approaches to (social) cold-start recommendation

We summarise the various approaches to exploiting (social) side-information to ameliorate the cold-start problem.

Neighbourhood + metadata similarity

In cold-start scenarios, one cannot use a neighbourhood model (Equation 1) with a similarity $S$ computed from $R_{te}$ since, by definition, $R_{te} = 0$. One can however compute new similarity metrics based on metadata (Billus and Pazzani 1999).

Recently, several works have designed $S$ based on social information (Zhang et al. 2010; Sahebi and Cohen 2011; Sedhain et al. 2014; Rosli et al. 2014; Rohani et al. 2014). For example, (Sedhain et al. 2014) proposed

$$ R_{te} = X_{te} \odot X_{tr}^T \ast R_{tr} $$

where $\ast, \ast$ refer to generalised matrix operations. When $\ast$ is the standard inner product, this is a neighbourhood method with metadata-derived similarity $S = X_{te} \odot X_{tr}^T$.

Matrix factorisation with regularisation

In cold-start scenarios, one cannot use a matrix factorisation model (Equation 2) with $U$ estimated as per Equation 3 since it is optimal for $U_{te} = 0$. One can however regularise the latent features based on metadata similarity (Ma et al. 2008; Agarwal and Chen 2009; Cao, Liu, and Yang 2010; Jamali and Ester 2010; Yang et al. 2011; Noel et al. 2012; Krohn-Grimberghe et al. 2012). For example, (Krohn-Grimberghe et al. 2012) proposed an objective based on **collective matrix factorisation (CMF)** (Singh and Gordon 2008):

$$ \min_{U, V, Z} \| R - UV \|_F^2 + \mu \| X - UZ \|_F^2 + \Omega(U, V, Z). $$

$$ \Omega(U, V, Z) = \frac{\lambda_U}{2} \| U \|_F^2 + \frac{\lambda_V}{2} \| V \|_F^2 + \frac{\lambda_2}{2} \| Z \|_F^2. $$

where $U \in \mathbb{R}^{U \times K}$, $V \in \mathbb{R}^{K \times I}$, and $Z \in \mathbb{R}^{K \times P}$ for some latent dimensionality $K \ll \min(U, I)$. Intuitively, we find a latent subspace $U$ for users that is jointly predictive of both their preferences and social characteristics. We then predict

$$ R_{te} = U_{te} V. $$

While this prediction has the same form as Equation 2, the estimation of $U_{te}$ here will be non-trivial owing to the additional regularisation derived from requiring it to model $X_{te}$.

An alternate but less generic approach is the fLDA model (Agarwal and Chen 2010), which combines matrix factorisation and LDA when the metadata comprises textual features.

Matrix factorisation with feature mapping

Matrix factorisation approaches may also be adapted to the cold-start regime via a two-step model. Here, the first step is to model the warm-start users by $R_{tr} \approx R_{tr} = U_{tr} V$, with latent features $U_{tr}, V$ as before. The second step is to learn a mapping between the side-information $X_{tr}$ and latent features $U_{tr}$. This mapping is used to estimate $U_{te}$ from $X_{te}$, with predictions then made as per Equation 6.

A canonical example of this approach is **BPR-LinMap** (Gantner et al. 2010), where in the second step the mapping may be done via linear regression, so that one estimates

$$ U_{te} = X_{te} T $$

where $T \in \mathbb{R}^{P \times K}$ is chosen so that $U_{tr} \approx X_{tr} T$ via

$$ \min_T \| U_{tr} - X_{tr} T \|_F^2 + \frac{\lambda_T}{2} \| T \|_F^2. $$

More generally, purchases can be substituted by any positive interactions between users and items.
The parameters of the CMF model (Equation 5) can be learned by iteratively optimising with respect to each individual parameter, keeping all others fixed. Each such individual optimisation is a regression problem, and thus admits a closed form solution. Suppose $Z_s, V_s$ are the optimal choices of $Z, V$, which will depend in some non-trivial way on $R, X$. Then, the unregularised optimal solution for $U$ is

$$U = (RV_T^T + XZ_T^T)(V_*V_*^T + Z_*Z_*^T)^{-1}V_*.$$  

Thus, the cold-start recommendation matrix is

$$R_{te} = U_{te}V_* = X_{te}Z_T^T(V_*V_*^T + Z_*Z_*^T)^{-1}V_*,$$

recalling $R_{te} = 0$. This is a special case of Equation 10 for low-rank weight matrix $W = Z_T^T(V_*V_*^T + Z_*Z_*^T)^{-1}V_*$.

**BPR-LinMap model**

For the BPR-LinMap model (Equations 6, 7), for optimal latent features $V_* \text{ and regression weights } T_*$, we have

$$R_{te} = U_{te}V_* = X_{te}^TX_{te}^T V_*,$$

which is a special case of Equation 10 for $W = T_* V_*$. One can further explicitly compute the optimal ($\lambda_T$-regularised) linear regression weights $T_*$ from Equation 8,

$$T_* = (X_{te}^TX_{te} + \lambda_T I)^{-1}X_{te}^TX_{te}^T V_*,$$

from which we conclude the weight matrix is equivalently

$$W = (X_{te}^TX_{te} + \lambda_T I)^{-1}X_{te}^TR_{te}.$$  

**Pros and cons of existing approaches**

We now assess the pros and cons of each of the above approaches, using their interpretation as instances of a linear content-based model to compare them on an equal footing.

The social neighbourhood model is simple to compute and intuitive, and has been shown to perform well (Sedhain et al. 2014). However, its choice of weights $W$ is not explicitly based on optimising some principled objective. Further, it does not account for correlations amongst features in any way. The model thus risks underfitting, as correlations amongst page likes are intuitively useful to exploit.

The BPR-LinMap model has the opposite problem: while it accounts for feature correlations, it risks overfitting for high-dimensional $X$, as the estimate of $T$ (Equation 13) from solving a high-dimensional regression problem might be unreliable. This was indeed observed in the high-dimensional experiments in (Gantner et al. 2010). As high dimensional $X$ is the expected scenario for social side-information, this is an important limitation.

The CMF model implicitly seeks a low-rank factorisation of the metadata matrix $X$, and thus is suitable for high-dimensional social side-information. However, CMF has limited scalability by virtue of requiring tuning of at least five hyperparameters ($\mu, \lambda_U, \lambda_V, \lambda_Z, K$).

To summarise, none of these existing methods simultaneously satisfies the desiderata of having an interpretation as optimising some principled objective; accounting for feature correlations; being suitable for high-dimensional data; and being highly scalable to train and tune. We seek to address these issues in the next section.
Our model: LoCo

We present a preliminary attempt at directly learning suitable weights \( \mathbf{W} \), which leads to our LoCo model.

Warm-up: multivariate linear regression

The previous section established the cold-start predictions of existing methods as special cases of a linear content-based model (Equation 10). This viewpoint suggests a natural alternate approach to producing cold-start predictions: directly optimising the weights \( \mathbf{W} \) in this linear model to minimise some principled objective. The most apparent approach to learn \( \mathbf{W} \) is by performing multivariate linear regression:

\[
\min_{\mathbf{W}} \| \mathbf{R}_{tr} - \mathbf{X}_{tr} \mathbf{W} \|_F^2 + \frac{\lambda}{2} \| \mathbf{W} \|_F^2, \tag{15}
\]

for which we have the closed form solution

\[
\mathbf{W} = (\mathbf{X}_{tr}^T \mathbf{X}_{tr} + \lambda I)^{-1} \mathbf{X}_{tr}^T \mathbf{R}_{tr}. \tag{16}
\]

This linear regression model satisfies several desiderata: it has a principled training objective, it captures feature correlations (through the weighting by the inverse of the covariance matrix \( \mathbf{X}_{tr}^T \mathbf{X}_{tr} \)), it has only a single hyperparameter (\( \lambda \)) to tune, and it is efficient to train for modest \( P \).

On the other hand, for high-dimensional metadata where \( P \gg U \), such a model may be prohibitive to train, and possibly unreliable to estimate (though the use of \( \ell_2 \) regularisation mitigates this somewhat). We resolve these issues next.

LoCo: linear low-rank regression

We now propose our model for cold-start recommendation, which rests upon three simple but effective insights.

The first insight is that to make the linear regression model suitable for high-dimensional metadata, we can enforce the weight matrix \( \mathbf{W} \) to be low rank, so that spurious correlations are avoided. We thus modify Equation 15 to be:

\[
\min_{\mathbf{W}: \text{rank}(\mathbf{W}) \leq K} \| \mathbf{R}_{tr} - \mathbf{X}_{tr} \mathbf{W} \|_F^2 + \frac{\lambda}{2} \| \mathbf{W} \|_F^2, \tag{17}
\]

with \( K \ll \min(U, I) \) some latent dimensionality.

Employing a rank constraint comes at a price: the objective of Equation 17 is now non-convex. Our second insight is that we can efficiently optimise over a parametrised subset of low-rank matrices. Let \( \mathbf{X}_{tr} \approx \sum_{k=1}^{\min(U, I)} \mathbf{S}_{k} \mathbf{V}_{k}^T \) be the rank-\( K \) SVD approximation of \( \mathbf{X}_{tr} \). Now suppose that we optimise over \( \mathbf{W} \) of the form \( \mathbf{W} = \mathbf{V}_{K} \mathbf{Z} \), so that \( \text{rank}(\mathbf{W}) \leq K \) automatically. This may be understood as a type of principal component regression (Hastie, Tibshirani, and Friedman 2009). Since \( \mathbf{V}_{K} \) is orthonormal, the resulting objective is

\[
\min_{\mathbf{Z}} \| \mathbf{R}_{tr} - \mathbf{X}_{tr} \mathbf{V}_{K} \mathbf{Z} \|_F^2 + \frac{\lambda}{2} \| \mathbf{Z} \|_F^2. \tag{18}
\]

Importantly, this has explicit closed form solution

\[
\mathbf{Z} = (\mathbf{V}_{K}^T \mathbf{X}_{tr} \mathbf{V}_{K} + \lambda I)^{-1} \mathbf{V}_{K}^T \mathbf{X}_{tr} \mathbf{R}_{tr}. \tag{19}
\]

While we have a closed form solution for the weights \( \mathbf{W} \), this relies on being able to compute the truncated SVD of \( \mathbf{X}_{tr} \) efficiently. Naively, this requires a superlinear dependence on \( U, P \). Our final insight is that an approximate computation of the SVD can be found efficiently using randomised SVD algorithms (Halko, Martinsson, and Tropp 2011) which have a linear dependence on \( U, P \).

To summarise, we propose:

(a) a low-rank parameterisation of linear model weights;
(b) randomised SVD to project the metadata;
(c) multivariate linear regression to learn the weights.

We call our resulting model of Equation 18 with \( \mathbf{V}_{K} \) computed by randomised SVD LoCo, for Low-rank Cold-start recommendation. This model has all the desiderata of linear regression, while additionally being suitable for high dimensional \( \mathbf{X} \). Thus, it meets all the desiderata we listed as lacking in previous methods.

We mention that one could make LoCo nonlinear by passing \( \mathbf{X}_{tr} \mathbf{V}_{K} \) through some nonlinear activation function \( f(\cdot) \), mimicking a single layer neural network.

Comparison to existing methods

Compared to the social neighbourhood method, the LoCo weights \( \mathbf{W} \) explicitly account for correlations among the social page likes by virtue of using the (projected) covariance matrix \( \mathbf{V}_{K}^T \mathbf{X}_{tr} \mathbf{X}_{tr} \mathbf{V}_{K} \) to scale the weights in Equation 18. Interestingly, BPR-LinMap (Equation 14) is identical to the linear regression model of Equation 16, with one crucial difference: in the former, one uses \( \mathbf{R}_{tr} \) in place of \( \mathbf{R}_{tr} \), i.e. one replaces the regression target matrix by a low-rank approximation. Compared to BPR-LinMap, then, LoCo performs a low-rank approximation on \( \mathbf{X} \), rather than \( \mathbf{R} \). This is sensible because \( \mathbf{X} \) is high dimensional for most social metadata, and we expect this \( \mathbf{X} \) to have low-rank structure.

Compared to CMF, LoCo is highly scalable, since computing the randomised SVD of \( \mathbf{X}_{tr} \) is much more efficient than iterative optimisation of Equation 5. Further, LoCo requires tuning of only two hyperparameters (\( K, \lambda \)).

More broadly, while BPR-LinMap and CMF also implicitly consider low-rank \( \mathbf{W} \), this is a side-effect of the particular objective considered by these methods. We however enforce the low-rank constraint explicitly, and obtain our \( \mathbf{W} \) through the optimisation of an objective explicitly targeted to cold-start users. By virtue of directly focussing on predicting preferences from the metadata, we expect LoCo to have superior performance to these methods. (This reasoning holds even if we were to provide BPR-LinMap with a low-dimensional projection of \( \mathbf{X}_{tr} \) as input.)

Computational complexity of LoCo

The training complexity of LoCo is determined by that of computing the randomised SVD of \( \mathbf{X}_{tr} \), and computing \( \mathbf{Z} \). The former requires \( O(K^2 \cdot (U + P)) \) operations (Halko, Martinsson, and Tropp 2011). For the latter, suppose \( \mathbf{R}_{tr} \) (\( \mathbf{X}_{tr} \)) has \( r \) (\( x \)) nonzeros on average per column (row). Then, we can compute \( \mathbf{X}_{tr} \mathbf{V}_{K} \) in time \( O(KU_{tx} r) \), the term in the inverse in time \( O(K^3 U_{tx}) \), the inverse itself in time \( O(K^3) \), and the remaining matrix multiplication in time \( O(K^2 U_{tx} + K I r) \). This gives a total complexity of \( O(K^3 + K \cdot (U_{tx} r + I r) + K^2 \cdot (U + P)) \). Since \( K \ll \max(U_{tx}, I) \) in practice, the first term will typically not be prohibitive.

The prediction complexity of LoCo is that of computing \( \mathbf{X}_{te} \mathbf{V}_{K} \mathbf{Z} \), which is simply \( O(KU_{te} (x + I)) \).
Experimental setup

We use four real-world datasets for cold-start evaluation:

(a) *Ebook*, a private anonymised dataset from a major online ebook retailer with more than 20 million readers. It contains ebook purchases and Facebook friends and page likes for a random subset of 30,000 users; these users purchased >80,000 books, and liked ~6 million pages.

(b) *Flickr* (Tang and Liu 2009), which consists of 80,513 users, 195 groups joined by the users, and a social network with 5,899,882 friendship relationships.

(c) *Blogcatalog* (Tang and Liu 2009), which consists of 10,312 users, 39 groups joined by the users, and a social network with 333,983 friendship relationships.

(d) *Hetrec11-LastFM* (Cantador, Brusilovsky, and Kuflik 2011), which consists of 1,892 users, 17,632 artists the users listened to, and the tag assignments the user made to various artists out of a total 186,479 possibilities.

We create 10 temporal train-test splits for the *Ebook* dataset. We create 10 train-test folds on the other datasets by including random 10% of the users in the test set and remaining 90% users in the training set.

We compared LoCo to a number of baselines:

- **CBF-KNN-Low**, a neighborhood recommender where user-user similarities are computed from the low dimensional projection of user-attributes, viz. Equation 4 with $\odot$ as cosine similarity and $\ast$ as inner product operators, as used in (Gantner et al. 2010). (We found using the full, unprojected $X$ to yield significantly worse results.)
- **Cos-Cos**, viz. Equation 4 with $\odot, \ast$ as cosine similarity operators, which was found to be the best choice on the *Ebook* dataset in (Sedhain et al. 2014).
- **BPR-LinMap-Low** of (Gantner et al. 2010), as in Equation 7, using the low dimensional projection of user-attributes. (We also experimented with $k$-nearest-neighbor rather than linear regression, but found this approach to be inferior. See Supplementary material.)
- **CMF**, as in Equation 5.

We used cosine similarity for the methods relying on similarity. As this implicitly normalises the entries of $R$, we similarly normalised $R$ as a pre-processing step for LoCo.

We report precision@k, recall@k and mean average precision (mAP@100) (KDD Cup 2012), and provide standard error bars corresponding to 95% confidence intervals. We used cross-validation with grid-search to tune all hyperparameters. For the latent factor methods, we tuned the latent dimension $K$ from $\{5, 10, 50, 100, 500, 1000\}$. For the methods relying on $\ell_2$ regularisation, we tuned all regularisation strengths from $\{10^{-3}, 10^{-2}, \ldots, 10^3\}$.

Results and analysis

Main results. From Tables 2 – 5, we observe that:

- LoCo is always the best performer on mAP@100, with improvements over the next best method ranging from $\sim$5% (*Hetrec11-LastFM*) to $\sim$25% (*Ebook*). A Friedman-Limann-Davenport test (Demšar 2006) confirms the differences in average ranks is significant ($p = 0.05$). A post-hoc Holm test confirms the difference between LoCo and both CMF and BPR-LinMap-Low to be significant ($p = 0.05$), though we cannot reject the null hypothesis with CBF-KNN-Low or Cos-Cos.

- LoCo is always the best performer on Precision and Recall scores with thresholds up to 5, implying accurate recommendations at the head. At the threshold $K = 20$, LoCo is sometimes outperformed by a small margin.

- Among existing methods, the neighbourhood methods (CBF-KNN-Low and Cos-Cos) had the best overall performance. Surprisingly, they outperform the learning based BPR-LinMap-Low and CMF approaches, indicating that the objectives of the latter are perhaps not sufficiently attuned to cold-start recommendation.

- The high variances for all methods on the *Ebook* dataset indicate that with temporal splits, there is a potentially strong concept drift in the data that affects all methods since they do not leverage temporal information.

Sensitivity to latent dimension. In Figure 1, we evaluate the performance (mAP@100) with the latent dimension $K$ on the *Ebook* dataset. We observe that performance increases sharply with the number of dimensions, but with diminishing returns beyond 100 dimensions. Thus, one can use a modest value of $K$ to efficiently obtain accurate recommendations.

Sensitivity to page likes. To better understand how social information helps overcome the cold-start problem, in Figure 2, we analyse the performance of LoCo with the number of page likes on the *Ebook* dataset. We divide the test users into five categories based on the number of the pages they have liked. We observe that the performance increases with the number of page likes, but with diminishing return beyond 50 page likes. The high variance for few page likes
indicate a lack of sufficient information, whereas the high variance for many page likes indicate a lack of selectiveness with page likes. Importantly, LoCo makes good item recommendations to users with moderate numbers of page likes.

### Runtime comparison

Table 6 compares the hyperparameter validation time needed for all methods on *Ebook*. LoCo is seen to be orders of magnitude faster for all tune than the learning-based methods CMF and BPR-KNN-Low. While the CBF and Cos-Cos methods are faster than tune than LoCo, the latter is more accurate. Hence, LoCo attains a suitable balance between accuracy and runtime.

## Conclusion

We showed how three popular social cold-start models can be seen as special cases of a linear content-based model, with different constraints on the learned weights. We proposed a new model, LoCo, that directly learns a low-rank linear model efficiently via randomised SVD, and demonstrated substantial empirical improvements over state-of-the-art cold-start recommenders.

In future work we aim to explore nonlinear and streaming variants of our model, as well as means of further driving the runtime of LoCo down to that of Cos-Cos.
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