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Abstract

Content is increasingly available in multiple modalities (such

as images, text, and video), each of which provides a

different representation of some entity. The cross-modal

retrieval problem is: given the representation of an entity

in one modality, find its best representation in all other

modalities. We propose a novel approach to this problem

based on pairwise classification. The approach seamlessly

applies to both the settings where ground-truth annotations

for the entities are absent and present. In the latter

case, the approach considers both positive and unlabelled

links that arise in standard cross-modal retrieval datasets.

Empirical comparisons show improvements over state-of-the-

art methods for cross-modal retrieval.

1 Introduction

Suppose we have a database comprising a number of
texts (e.g. poems) and images (e.g. of natural scenes).
The cross-modal retrieval problem is: given a poem,
what is the corresponding natural scene that best ac-
companies it, and vice versa? To facilitate such re-
trieval, we are given a few examples of suitable pairings
– for example, a poem and image both about a daffodil.
As semantically related content typically exhibits a sim-
ilar form of feature correlation in its representation, this
can be used to facilitate retrieval.

The de-facto approach to cross-modal retrieval has
been canonical correlation analysis (CCA) or variants
thereof. Given two modalities of the data represented
by feature matrices, the objective of CCA is to project
these matrices onto a latent subspace where the modal-
ities exhibit maximum correlation. One then uses the
latent subspace to perform retrieval with standard dis-
tance based querying. Recently, a distinct approach
termed semantic matching (SM) has been explored [17].
This approach relies on ground-truth annotations for the
representations, describing for example the underlying
concepts or categories that they represent. One projects
both modalities into a rich supervised subspace, where
distance based retrieval is performed as usual.
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CCA and semantic matching represent prototypical
approaches for two distinct settings, where annotations
are absent and present respectively. The contribution
of this paper is the development of a framework which
lets us reason about both settings in a unified way.
Our approach is based on a novel reduction of cross-
modal retrieval to binary classification over pairs, and
opens the problem to the rich set of supervised learning
methods. The framework also suggests a variant of
semantic matching with superior retrieval performance.

We now review prior work on the problem (§2).
We then proceed to describe the basis for our approach
(§3), detailing how it can adapt to settings without (§4)
and with (§5) ground-truth annotation, and comparing
to previous work (§6). Experiments in §7 demonstrate
superior performance to CCA and SM.

2 Previous Work

The problem of content-based multimedia retrieval has
been studied extensively in the fields of multimedia and
computer vision [6, 14, 5]. Classically, the focus is on
uni-modal retrieval problems i.e. settings where we are
interested in mapping the first modality (typically text)
to the second modality (typically images), but not the
other way around [18, 21, 3].

Recently, there has been an increasing interest in
cross-modal retrieval problems that learn the mappings
between two objects from different modalities such
as text and images. Canonical Correlation Analysis
(CCA) [7] is a generic approach to this problem which
has enjoyed wide success. The power of CCA is that it
maps all objects in different modalities into a common
latent space, where comparisons between elements can
be made based on standard distance metrics. (A related
idea is the use of hashing functions [27], which provide
an additional benefit of fast indexing.) Extensions to
CCA which consider both positive and negative matches
between pairs of elements have also been considered [11].

Recently, [17, 15] explored the idea of semantic
matching, which exploits ground-truth annotations to-
gether with CCA. This is shown to significantly improve
performance compared to CCA. Similar approaches
have also been explored in [24, 28].

An alternate strategy is to represent one modality
by any available metadata, thus reducing the problem
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Figure 1: Workflow for the supervised learning approach for cross-modal retrieval. The key novel idea is to
create positive and negative links and associate each link with a cross-product feature. This is in contrast to the
traditional approaches like CCA which operate on positive links only. Annotation can be incorporated; see §5.

to one of uni-modal retrieval. For example, in image re-
trieval [22, 13] one can associate an image with any ac-
companying text (e.g. its caption). One can then match
the query text with this accompanying text. However,
the quality of retrieval strongly depends on the avail-
ability, quantity, and quality of the metadata. An alter-
nate strategy is to represent an image by “visual words”,
formed by appropriate segmentation of the image, and
learn the joint distribution over visual and textual words
[1, 12]. Recent work on applying neural networks to au-
tomatically learn mappings between images and text is
another promising direction [10].

3 Formalising Cross-Modal Retrieval

Let A, B be two sets, being the possible representations
of the two modalities. Typically, A ⊆ Rda and B ⊆ Rdb
for da, db ∈ N+. We are given training examples
D = {(a(i), b(i))}ni=1, where each (a(i), b(i)) ∈ A ×
B represents a suitable pairing of objects from each
modality, such as an (image, text) pair. The cross-
modal retrieval problem is to learn mappings f : A→ B

and g : B → A that map each representation to its
best pairing in the other modality. We now review the
standard perspective on learning f, g.

3.1 The Latent Map Perspective One approach
to cross-modal retrieval is to learn latent maps ψA :
A → Rk, ψB : B → Rk, where k ∈ N+ is the
dimensionality of some latent subspace and compute:

(3.1)

f : a 7→ argmin
b∈B

d(ψA(a), ψB(b))

g : b 7→ argmin
a∈A

d(ψA(a), ψB(b)),

where d(·, ·) is some suitable distance function (e.g.
Euclidean distance). For example, CCA uses ψA : a 7→

Ua , ψB : b 7→ V b, where U ∈ Rk×da , V ∈ Rk×db are
chosen so as to maximise the correlation between ψA(a)
and ψB(b) for each (a, b) ∈ D.

3.2 The Similarity Function Perspective This
paper proposes a more general approach to reason about
cross-modal retrieval: we cast the problem as one of
learning a joint similarity function, s : A × B → R,
which assigns a high score whenever the given pair of
representations are related to each other. One then
constructs mappings:

(3.2) f : a 7→ argmax
b∈B

s(a, b) , g : b 7→ argmax
a∈A

s(a, b).

The latent feature approach may be seen as a special
case where s(a, b) = e−d(ψA(a),ψB(b)).

To learn a good similarity function, we must define
a measure of success. Following [17], we shall do this in
terms of ground-truth annotations for representations
of an entity. An annotation is simply an element
from some set Y, which is typically {1, 2, . . . ,K} for
some K ∈ N+. For example, Y may represent the
category of an news article, such as sports, finance, or
arts. Intuitively, a good similarity function assigns a
high score whenever the given pair of representations
possesses the same ground-truth annotation. We now
formalise this, and relate it to pairwise classification.

3.3 Similarities and Classification We formalise
our performance measure as follows. Let A be a random
variable over A, being a representation in the first
modality. Let Y be a random variable over Y, being
the annotation for A. Similarly, let B be a random
variable over B, with annotation Y′. We can define
a random variable Z := 2JY = Y′K − 1 ∈ {±1}, which
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Figure 2: Graphical model for cross-modal retrieval,
without (Left) and with (Right) ground-truth anno-
tation.

measures whether or not the two annotations agree. A
good similarity function s is one that minimises:

(3.3) L(s) = EA,B,Z [`(Z, s(A,B))] ,

where `(z, v) = Jzv < 0K is the 0-1 loss.
We make two comments on this setup. First, our

performance measure allows Y and Y′ to be unobserved ;
we simply require that Z is observed, for which observ-
ing Y and Y′ is sufficient but not necessary. Thus, we
can seamlessly capture both the cases of learning with-
out and with ground-truth annotations. (See Figure 2.)
Second, the random variable Z can be viewed as a bi-
nary label on the instance pair (A,B). Thus, learning
a similarity function is equivalent to a binary classifica-
tion problem on the instance space A×B. In particular,
given samples {((a(i), b(i)), z(i))}ni=1, we can minimise an
empirical binary classification surrogate risk:

(3.4) Lemp(s) =

n∑
i=1

`(z(i), s(a(i), b(i))),

where ` : {±1} × R → R+ is some convex surrogate to
the 0-1 loss, e.g. the logistic loss `(y, v) = log(1 + e−yv).

We now explore the details of making this approach
feasible in the cases where ground-truth annotations are
absent and present respectively.

4 Pairwise Classification Without Annotations

Recall that the training set for a cross-modal problem
in the absence of ground-truth annotation is D =
{(a(i), b(i))}, being pairings of representations from each
modality. From the perspective of the previous section,
we can associate with each training example a label
z(i) = +1, denoting the corresponding representations
are suitably matched i.e. the training set is effectively
D′ = {((a(i), b(i)), z(i))}. We now show how to use this
dataset to learn a similarity function that approximately
minimises Equation 3.3, building up from a simple
baseline based on learning from positive only data
(§4.1), to two methods that reduce the problem to
learning from positive and unlabelled samples (§4.2).

4.1 Learning from positive only data Näıvely
minimising the empirical risk (Equation 3.4) with D′ is

problematic as the training set comprises only positive
instances: this will lead to trivial solutions. Instead,
we can use techniques for learning from positive only
samples, such as the one-class SVM [19]. Given
the perspective of the previous section, this seems a
natural candidate for cross-modal retrieval, but to our
knowledge has not previously been evaluated.

However, learning from positive only data in this
setting has two important limitations. First, if we
have two pairs (a(1), b(1)) and (a(2), b(2)), then we do
not utilise the fact that (a(1), b(2)) are somewhat less
similar than the given positive pairs. Second, one-class
methods were designed for the setting where outliers
form a minority of instances. However, in our case the
positive pairs form a minority. We thus consider other
approaches of augmenting positive and unlabelled data.

4.2 Learning from positive and unlabelled data
At first glance, it is not clear how to improve upon the
one-class SVM: we inherently appear to lack negative
examples. Our simple observation is that progress can
be made as follows. We can augment the dataset with
all pairs of instances from each modality, giving:

D′′ = {((a(i), b(j)), z(i,j))}ni,j=1.

As in the previous section, we have z(i,i) = +1.
However, for i 6= j, we do not a priori know whether
the pair of instances (a(i), b(j)) match (we do expect that
most pairs will be negative, assuming that there is an
equal representation of all categories in D′). Formally,
these comprise unlabelled examples, i.e. we have z(i,i =
1, and z(i,j) =? for i 6= j. The problem of learning from
the dataset D′′ is thus one of learning from positive
and unlabelled examples [4]. We now look to import
techniques for this problem.

4.2.1 Reduction to binary classification Follow-
ing [4], our first approach to learning with D′′ is to
simply learn a model to distinguish the positive from
unlabelled examples. While apparently näıve, [4] shows
this is in fact optimal when the goal is simply to learn
a good ranking over instances. The proviso is that an
unlabelled at random assumption must hold. This as-
sumption is simply that the observed positive examples
are a representative sample of all positive examples. In
a cross-modal retrieval dataset, this means that we be-
lieve there is no bias towards having observed certain
positive matches over others; whether this is justified
depends on the nature of the data collection process.

Formally, for this approach, we define z(i,j) = 2Ji =
jK − 1, giving us a completely labelled dataset D′′.
We can now minimise Equation 3.4 with two further
restrictions. First, we use s that are linear models on a



feature transformation Φ of the pair a, b:

(4.5) s(a, b;w) = 〈w,Φ(a, b)〉.

We will discuss the choice of Φ in the next section. Sec-
ond, we employ `2 regularisation to prevent overfitting.
This yields the (strongly convex) objective:

(4.6)
1

n · n

n∑
i=1

n∑
j=1

`(z(i,j), 〈w,Φ(a(i), b(j))〉) +
λ

2
||w||22,

which is simply a regularised empirical risk for a binary
classification problem over pairs. Given the learned
weights w, we perform retrieval via Equation 3.2 using
the scoring function Equation 4.5.

The apparent limitation of this reduction is that
the given positive labeled instances and the hypothe-
sised negative labeled instances are placed on an equal
footing. We now attempt to relax this.

4.2.2 Reduction to bipartite ranking An alter-
nate strategy to dealing with positive and unlabelled
data is to reduce the problem to one of bipartite ranking:
we simply look to score the known positive instances
above the unlabelled instances [26, 20]. As above, we
set z(i,j) = 2Ji = jK− 1, but we instead minimise:
(4.7)

1

n · n

n∑
i=1

∑
j 6=i

`(z(i,j), 〈w,Φ(a(i), b(i))− Φ(a(i), b(j))〉) +
λ

2
||w||22.

Intuitively, if the pairs in D′ represent the top matches
for each entity (e.g. the best pairing of poem and natural
scene), the assumption that positives must score higher
than unlabelled instances is reasonable.

4.3 Choice of feature mapping An important in-
gredient in either of the above reductions is to design a
feature mapping Φ. The obvious first choice is to use the
concatenated representation Φ(a, b) =

[
a b

]
. However,

this has a subtle problem. For any a ∈ A, the highest
ranked instance from the second modality is:

argmax
b∈B

〈
[
w v

]
,
[
a b

]
〉 = argmax

b∈B
〈v, b〉.

Crucially, this does not depend on a – that is, it
induces the same ranking over instances from the second
modality regardless of the choice for a.1 This is clearly
not desirable. Therefore, we need a feature mapping
that explicitly models the interaction between a and b.

Perhaps the simplest form of nonlinearity is the
cross-product representation Φ(a, b) =

[
ad · bd′

]
d,d′

, so

1This problem has been noted in slightly different contexts
that also involve prediction with pairs of entities [23].

that the similarity function is equivalently:

(4.8) s(a, b) = 〈w,Φ(a, b)〉 = 〈a,Wb〉,

where W ∈ Rda×db . Clearly, the choice of Φ is equiv-
alent to a choice of suitable kernel over the pair-space
A×B, where K((a, b), (a′, b′)) = 〈Φ((a, b)),Φ((a′, b′))〉.
Other choices of kernel beyond that implied by the
cross-product features [8] are of course feasible. How-
ever, we shall pursue the cross-product approach as it
gives favourable empirical performance, and lets us draw
connections to existing methods (§6.2, §6.1).

4.4 Computational complexity Both Equations
4.6 and 4.7 are regularised risk minimisation problems.
Ostensibly, a gradient following method to minimise
these will require O(md) time, where m = n2 is the
number of pairs in the objective, and d = da · db is the
number of cross-product features. Both terms may be
reduced significantly by subsampling: for the m term,
this corresponds to only considering a subset of all pos-
sible pairs across the modalities, and for the d term, a
subset of all possible feature pairs. In §9.3 (Supplemen-
tary Material), we empirically investigate the sensitivity
of our method to subsampling along both dimensions.

5 Pairwise Classification With Annotations

We now show how our approach seamlessly carries over
the setting where each pair of representations possesses
ground-truth annotations. The training set in this
case is D′ = {((a(i), b(i)), y(i))}ni=1, where y(i) ∈ Y is
the category for the ith entity. We now detail two
approaches to learning a similarity function from D′.

5.1 Pairwise classification approach Recall that
our basic strategy in the previous section was to approx-
imately minimise Equation 3.3. We may follow the same
strategy here, albeit with a different choice of labels.
The presence of annotations y(i) immediately implies
whether or not each pair (i, j) of instances are compat-
ible: we can simply set z(i,j) = 2Jy(i) = y(j)K − 1, and
minimise the objective of Equation 4.6 with this.

This illustrates the conceptual simplicity of our
framework – all that varies in the settings without and
with annotations in the choice of labels z(i,j) on pairs.
In fact, our framework suggests a simpler approach in
this setting, which we now detail.

5.2 The marginal approach As it represents the
risk for a binary classification problem, Equation 3.3 is
minimised by sign(2 Pr[Z = 1|A,B]−1). That is, the key
quantity to estimate is Pr[Z = 1|A,B]. The structure of
this quantity suggests a simpler approach than directly
learning over pairs. Let ηA : A → ∆|Y|−1 and ηB :



B → ∆|Y|−1 be the instance-conditional distributions
over labels, e.g. (ηA)y(a) = Pr[Y = y|A = a]. As shown
in §9.1 (supplementary material), we have:

Pr[Z = 1|A,B] = 〈ηA(A), ηB(B)〉.

This suggests the following approach to learning s: us-
ing the datasets {(a(i), y(i))} and {(b(i), y(i))}, learn in-
dependent models for ηA and ηB, and use their dot-
product as our joint similarity function. For exam-
ple, we can use multi-class logistic regression on both
datasets, learning w ∈ Rda×|Y|, v ∈ Rdb×|Y| where e.g.

(5.9) ηA(a;w) =
[

exp(〈w(y),a〉)∑
y′∈Y exp〈w(y′),a〉

]
y∈Y

,

and then compute the similarity function:

(5.10) s(a, b;w, v) = 〈ηA(a;w), ηB(b; v)〉.

We dub this the “marginal” approach to learning
with annotations. This has two advantages over min-
imising Equation 4.6. First, the latter has quadratic
complexity, while the marginal approach has linear com-
plexity (involving the solution of two independent lo-
gistic regression models). Second, with a base logistic
regression model, the form of ηA, ηB are given by non-
linear softmax functions (Equation 5.9). Thus, the joint
similarity function s(a, b;w, v) is also a nonlinear func-
tion of the inputs a and b, even though in learning both
ηA, ηB, we can resort to linear models. By contrast, the
pairwise approach requires explicit nonlinearity in Φ.

6 Relation to Existing Approaches

We now carry out a deeper analysis between our pro-
posed approaches and related work from the literature.

6.1 Comparison to CCA Given data matrices A ∈
Rn×da , B ∈ Rn×db , CCA can be shown to solve (see §9.2
of Supplementary Material):

min
U,V

n∑
i=1

||Ua(i)−V b(i)||22 : UATAUT = I, V BTBV T = I.

Thus, CCA can be seen to employ the similarity
(6.11)
s(a, b;U, V ) = exp(−||Ua− V b||22) = exp(aT (UTV )b)

trained to minimise the loss `(1, v) = − log v. Compar-
ing this to our approach (Equation 4.6), we see that
both methods rely on bilinear scoring functions. A cru-
cial difference is that we explicitly model the unmatched
pairs, seeking to push them apart. Two other important
differences are worth noting. First, CCA explicitly con-
straints the weights on the cross-features to be low rank,

while we consider a full rank W , employing `2 regular-
isation to prevent overfitting. Second, our formulation
is in terms of a generic loss function, which may be
adapted to best fit the nature of a real-world dataset.

6.2 Comparison to CMML CMML [11] operates
in the setting where there are explicitly labelled pos-
itive and negative pairs. Like CCA, it uses a scoring
function of the form of Equation 6.11. Compared to
our approach, an advantage of CMML is that the scor-
ing function directly induces a metric over the latent
subspace, which may be used e.g. for nearest neighbour
queries. An advantage of our approach is that the objec-
tive is convex in the parameters. Further, the perspec-
tive of our approach is that one can create unlabelled
samples from a generic cross-modal dataset, which al-
lows us to use techniques suited to this problem, such as
the bipartite ranking approach we discussed in §4.2.2.

The recent work of [9] is similar to CMML, but
involves a convex objective with trace norm regularisa-
tion. Again, this method operates in the setting where
there are explicitly labelled positive and negative pairs.
Exploring the use of trace norm regularisation in our
framework is an interesting direction for future work.

6.3 Comparison to hashing methods Hashing
techniques such as [27] typically comprise two steps:
from each modality one extracts a rich representation,
which is then hashed to a lower-dimensional space. The
second step is similar in spirit to CCA, albeit with po-
tential computational benefits for indexing. The first
step can be applied to any cross-modal retrieval method,
including our own – that is, one can apply our su-
pervised learning techniques after first clustering each
modality – but leave exploring this to future work.

6.4 Comparison to SM Our “marginal approach”
in the setting with annotations follows the semantic
matching (SM) approach of [17], with one crucial dif-
ference: we compute the (unnormalised) inner product
between the probability distributions for each modality
representation. By contrast, [17] experiment with the
cosine similarity and other metrics. Our analysis indi-
cates that computing the inner product is theoretically
optimal, and our experiments will illustrate this.

The idea of learning the marginal probabilities
has been explored previously [25]. However, we have
attempted to justify the optimality of the approach,
and shown how it follows from a more general graphical
model interpretation of cross-modal retrieval.

7 Experiments

We now compare our approaches to existing methods.



7.1 Datasets We evaluate all methods on three
benchmark datasets2 as used in [15, 17, 16]:
• Wikipedia, containing 2,173 training and 693 test

pairs, with a label from 10 semantic categories.
• Pascal, containing 700 training and 300 test pairs,

with labels from 20 categories.
• TVGraz, containing 1,558 training and 500 testing

pairs with labels from 10 categories.
In all datasets, the text is represented by topic

assignment distributions derived from Latent Dirichlet
Allocation (LDA) [2] and the images are based by the
scale invariant feature transformation (SIFT). For each
dataset, we perform PCA to reduce the dimensions for
text and image features to 10 and 128 respectively.

7.2 Methods compared We compare our methods
against several baselines: Canonical correlation analysis
(CCA), also known as content matching (CM) in [17];
Cross-modal metric learning (CMML) [11]; Semantic
matching (SM) [17]; and Semantic correlation matching
(SCM) [17]. We further explore the performance of
random guessing, and multivariate linear regression
between each modality. For each of these methods,
following [17], we use negative cosine similarity as the
distance metric to perform retrieval as per Equation 3.1.

We evaluate the following methods proposed in this
paper: One-class SVM (OC-SVM), trained on both the
concatenation and cross-product features; `2 regularised
logistic regression (Equation 4.6), trained on both the
concatenation and cross-product features; `2 regularised
logistic regression over pairs (Equation 4.7), trained
on only the cross-product features; SM with the cross-
product features learned against the agreement of the
ground-truth annotations (§5.1); and SM, SCM with
the dot product used to provide the final joint similarity
function (Equation 5.10).

We implemented all methods in MATLAB, with the
following exceptions: for the methods in [17], we use
the code provided by the authors; for OC-SVM, we use
the LIBSVM implementation. Our code is available at
http://users.cecs.anu.edu.au/~amenon/.

7.3 Evaluation Following [17], we evaluate the per-
formance of all methods based on their mean average
precision (MAP) scores. The MAP score is computed
based on agreement of the corresponding ground truth
annotations y(i); A MAP of 0.2 means that 1 in every
5 queries retrieves the correct result. We also report
the training times for all methods, excluding the time
required for pre-processing of the raw feature matrices

2See http://www.svcl.ucsd.edu/projects/crossmodal/ and
http://www.svcl.ucsd.edu/~josecp/files/ris_cvpr12.zip.

(e.g. computation of the cross-product features). All
times reported are wall-clock time on a 2.4GHz Intel
iCore 7 Macbook Pro with 8GB of RAM.

7.4 Parameter tuning For each dataset, we further
create a random holdout set comprising 25% of the
training set. For each hyperparameter setting, we train
the appropriate learner on the remaining 75% of the
data, and evaluate performance on the holdout set. We
repeat this procedure 5 times, and compute the average
MAP score across each of these random holdout sets.
We use this to select the best hyper parameter, which
is then used for learning on the full training set.

For CCA, we tune the latent dimensionality k ∈
{1, 2, . . . , 9}. For the OC-SVM, we select the parameter
ν ∈ {2−4, 2−3, . . . , 2−1}. For all methods using `2
regularisation, we select the strength of regularisation
by λ = 1/nC, where n is the number of training
instances, and C is selected from {10−8, 10−3, . . . , 104}.
For the methods relying on computing unlabelled pairs,
we select the ratio of unlabelled to positive pairs, S,
from {1, 5, 10} (in supplementary material (§9.3), we
assess the sensitivity of our method to S). Finally, for
each option, we compare performance on the raw and
`2 normalised versions of the input features.

7.5 Results Our results are presented in Tables 1 – 3.
We separate the methods into those that rely on ground-
truth annotations, and those that do not. Clearly,
we expect the former to have consistently superior
performance over the latter. Overall, the experiments
consistently demonstrate the following:
• Our supervised method which learns with cross-

product features is generally superior to other ap-
proaches that also do not use ground-truth anno-
tation. In particular, we see MAP score improve-
ments over CCA that are ∼2% on Wikipedia,
∼10% on Pascal, and∼3% on TVGraz. We simi-
larly outperform the CMML method on all datasets
in terms of the average image and text MAP score.

• Our method of exploiting ground-truth annotations
via a dot-product joint similarity outperforms the
SM method based on cosine similarity, with MAP
score improvements of ∼10% on Wikipedia, ∼10%
on Pascal, and ∼5% on TVGraz.

• The runtimes of our methods, while higher than
that of CCA, are comparable to that of CMML.

• Methods that exploit ground-truth annotation sig-
nificantly outperform those that do not exploit this
information. Interestingly, on Wikipedia, learning
with the cross-product features manages to outper-
form the SM and SCM methods.

• We do not find considerable difference between the

http://users.cecs.anu.edu.au/~amenon/
http://www.svcl.ucsd.edu/projects/crossmodal/
http://www.svcl.ucsd.edu/~josecp/files/ris_cvpr12.zip


logistic regression and bipartite ranking approaches
to dealing with unlabelled data. This indicates that
the assumptions underlying [4] are reasonable here.
Figure 3 shows the full precision-recall curves on the

Wikipedia dataset. (See supplementary material for
other datasets.) We see that the marginal SM method
generally dominates all others, except at very high levels
of recall (i.e. at the bottom of the ranked list). Further,
the cross-product method convincingly dominates CCA
for image queries.

7.6 Case study We perform a case study on the
Wikipedia dataset, to assess the image and text re-
trieval performance of the Cross-Product and CCA
methods. Figure 4 shows an example of an image re-
trieval query given text pertaining to a military aviator.
We find that while the top two retrieved images by CCA
are reasonable, the next two are less so compared to the
Cross-Product method. Similarly, for the text retrieval
query given an image of a mountain peak, the Cross-
Product method returns several results relating to the
Columbia river, which begins in the Rocky Mountains.
CCA again tends to return some apparently irrelevant
results, such as an article pertaining to primates.

8 Conclusion

We have proposed an approach to address the cross-
modal retrieval problem using pairwise classification,
both in the presence and absence of ground truth an-
notations. Beginning with a simple reduction to learn-
ing from positive-only instances, we show how to ap-
proach the problem using techniques from learning from
positive and unlabelled samples, and bipartite ranking
methods. On three large benchmark data sets, we have
demonstrated that supervised learning approaches con-
sistently outperform methods based on Canonical Cor-
relation Analaysis (CCA) and its variants. We believe
that supervised learning approaches provide a novel per-
spective for cross-modal retrieval.
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Regime Method Image query Text query Training time (secs) Parameters

No ground truth

Random 0.1177 0.1178 0.02 NA

Linear regression 0.2028 0.1459 0.12 λ = 10−8

CCA 0.2757 0.2002 0.04 k = 5

CMML 0.2699 0.1964 188.36 k = 10, S = 10

OC-SVM Concatenation 0.1321 0.1221 0.13 ν = 2−4

OC-SVM Cross-Product 0.1664 0.1330 0.94 ν = 2−4

Logistic Concatenation 0.1689 0.1207 0.35 C = 10−7, S = 10

Logistic Cross-Product 0.2760 0.2118 16.74 C = 1, S = 10

Bipartite Cross-Product 0.2700 0.2068 70.19 C = 10−1, S = 10

Ground truth

SM 0.2935 0.2278 0.28 C = 10

SCM 0.2769 0.2200 0.10 k = 9, C = 10000

Pairwise SM 0.2923 0.2131 10.41 S = 10, C = 1

Marginal SM 0.3328 0.2411 0.20 C = 1

Marginal SCM 0.3324 0.2257 0.08 k = 9, C = 1000

Table 1: MAP scores of various methods on Wikipedia dataset.

Regime Method Image query Text query Training time (secs) Parameters

No ground truth

Random 0.0652 0.0652 0.00 NA

Linear regression 0.1317 0.1069 0.03 λ = 10−6

CCA 0.1681 0.1422 0.01 k = 3

CMML 0.1802 0.1431 18.12 k = 10, S = 5

OC-SVM Concatenation 0.0744 0.0690 0.08 ν = 2−1

OC-SVM Cross-Product 0.0960 0.0787 0.18 ν = 2−3

Logistic Concatenation 0.0987 0.0681 0.09 C = 10−1, S = 1

Logistic Cross-Product 0.1797 0.1688 3.12 C = 1, S = 10

Bipartite Cross-Product 0.1818 0.1610 3.98 C = 1, S = 5

Ground truth

SM 0.1984 0.1608 0.14 C = 10

SCM 0.2054 0.1692 0.04 k = 9, C = 10

Pairwise SM 0.1889 0.1630 0.91 S = 5, C = 10

Marginal SM 0.2229 0.1738 0.14 C = 10

Marginal SCM 0.2156 0.1671 0.03 k = 7, C = 1

Table 2: MAP scores of various methods on Pascal dataset.

Regime Method Image query Text query Training time (secs) Parameters

No ground truth

Random 0.1129 0.1129 0.01 NA

Linear regression 0.2535 0.2082 0.19 λ = 10−7

CCA 0.3230 0.3041 0.02 k = 6

CMML 0.3252 0.2621 551.56 k = 40, S = 10

OC-SVM Concatenation 0.1232 0.1217 0.36 ν = 2−2

OC-SVM Cross-Product 0.1616 0.1697 1.12 ν = 2−3

Logistic Concatenation 0.1318 0.1186 0.05 C = 10−5, S = 1

Logistic Cross-Product 0.3333 0.2925 17.71 C = 1, S = 10

Bipartite Cross-Product 0.3299 0.2812 66.62 C = 1, S = 10

Ground truth

SM 0.4144 0.3928 0.21 C = 10

SCM 0.3727 0.3710 0.05 k = 9, C = 102

Pairwise SM 0.3453 0.3182 4.60 S = 10, C = 1

Marginal SM 0.4319 0.4209 0.21 C = 10

Marginal SCM 0.3999 0.3890 0.05 k = 9, C = 104

Table 3: MAP scores of various methods on TVGraz dataset.
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Figure 3: Precision-recall curves on Wikipedia dataset. Our “Marginal SM” approach generally outperforms all
other methods; our “Cross Product” approach similarly outperforms CCA. (See text for details.)
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Figure 4: Cross-Product and CCA retrieval results on Wikipedia dataset. (Left) Given a text (top), find images.
The ground truth image is shown on the top right. (Right) Given an image (top), find texts. Here we present
images that corresponding to the top retrieved texts.
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9 Supplementary Material

9.1 Marginalisation Pr[Z = 1|A,B] is
(9.12)

K∑
y,y′=1

Pr[Z = 1|Y = y,Y′ = y′] · Pr[Y = y,Y′ = y′|A,B]

=

K∑
y,y′=1

Jy = y′K · ηA(A)y · ηB(B)y′

=

K∑
k=1

ηA(A)k · ηB(B)k

= 〈ηA(A), ηB(B)〉

9.2 CCA objective CCA seeks the solution to

max
U,V

n∑
i=1

〈Ua(i), V b(i)〉 : UATAUT = I, V BTBV T = I,

where U ∈ Rk×da , V ∈ Rk×db . Observe that

||AUT −BV T ||2F = tr[UATAUT ] + tr[V BTBV T ]

− 2tr[UATBV T ],

where the first two terms are constants by virtue of the
constraints, and the third term is the negation of the
objective above. That is, we can rewrite CCA as

min
U,V

n∑
i=1

||Ua(i)−V b(i)||22 : UATAUT = I, V BTBV T = I.

9.3 Subsampling sensitivity We now show the
sensitivity of our methods to two subsampling options:
the ratio of negative to positive pairs, S, and the frac-
tion of cross-product features. Recall that our experi-
ments tuned the parameter S, but used the entire set of
cross-product features.

9.3.1 Ratio of positive to negative pairs Figure
5 shows the test MAP score of the cross-product method
on the Wikipedia dataset, as S is varied. While
performance is suboptimal for S = 1 – corresponding to
a single negative pair for each positive pair – for larger
S, we see that the MAP score is quite stable, indicating
low sensitivity to the parameter S.

9.3.2 Fraction of cross-product features We as-
sess the effect of subsampling cross-product features to
the MAP scores using the Wikipedia dataset. Specif-
ically, we randomly take X% of the resulted cross-
product features to form the training and test datasets,
where X% = {100%, 90%, . . . , 1%}. Figure 6 shows
that even until 80% reduction of the cross-product fea-
tures, the method still possesses good performance.
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Figure 5: Sensitivity of cross-product method to ratio
S on Wikipedia dataset.
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Figure 6: MAP scores changes on different sizes of cross-
product features compared to using full cross-product
features on Wikipedia dataset.

9.4 Precision-recall curves Figures 7 and 8 show
the precision-recall curves on the Pascal and TVGraz
datasets. We generally observe similar trends as on the
Wikipedia dataset.
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Figure 7: Precision-recall curves on Pascal dataset.
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Figure 8: Precision-recall curves on TVGraz dataset.
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