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Abstract—Enterprise users at different geographic locations generate large-volume data that is stored at different geographic

datacenters. These users may also perform big data analytics on the stored data to identify valuable information in order to make

strategic decisions. However, it is well known that performing big data analytics on data in geographical-located datacenters usually is

time-consuming and costly. In some delay-sensitive applications, the query result may become useless if answering a query takes too

long time. Instead, sometimes users may only be interested in timely approximate rather than exact query results. When such

approximate query evaluation is the case, applications must sacrifice timeliness to get more accurate evaluation results or tolerate

evaluation result with a guaranteed error bound obtained from analyzing the samples of the data to meet their stringent timeline. In this

paper, we study quality-of-service (QoS)-aware data replication and placement for approximate query evaluation of big data analytics

in a distributed cloud, where the original (source) data of a query is distributed at different geo-distributed datacenters. We focus on the

problems of placing data samples of the source data at some strategic datacenters to meet stringent query delay requirements of

users, by exploring a non-trivial trade-off between the cost of query evaluation and the error bound of the evaluation result. We first

propose an approximation algorithm with a provable approximation ratio for a single approximate query. We then develop an efficient

heuristic algorithm for evaluating a set of approximate queries with the aim to minimize the evaluation cost while meeting the delay

requirements of these queries. We finally demonstrate the effectiveness and efficiency of the proposed algorithms through both

experimental simulations and implementations in a real test-bed, real datasets are employed. Experimental results show that the

proposed algorithms are promising.

Index Terms—Data replication and placement, big data analytics, approximate query evaluation, approximation algorithms, algorithm

analysis
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1 INTRODUCTION

WITH more and more people adopting cloud services,
the volume of generated data about user activities and

session logs grows at an exponential rate [10], we refer to
such large volume of data as big data. It is estimated that at

least 2.5 quintillion bytes of data are created per day [20].
Such big data plays a significant role in people’s daily lives,
especially within enterprises, as analytic results of big data
can enable the enterprises to better understand their custom-
ers’ behaviors, and help them seize best growth opportuni-
ties in the competitive global markets. Examples of big data
analytics include querying user logs to make advertisement
decisions, querying network logs to detect potential network
attacks such as denial-of-services (DoS) attacks, etc. Query-
ing big data is time-consuming and costly, e.g., a linear scan
of a dataset of PB size (1015 bytes) takes days even using a
solid state drive with a read speed of 6 GB/s, and takes years
if the dataset is of EB size (1018 bytes) [13]. However, big data
of enterprise users needs to be analyzed in a timely manner,
such that the obtained analysis results can produce timely
business decisions for quick market response. In addition, as
cloud service providers such as Amazon, Microsoft, Google,
and Facebook are deploying datacenters globally to provide
users ubiquitous access to their cloud services [5], [32], [33],
[35], big data generated in such cloud services thus is distrib-
uted in different geographically located datacenters. Query
evaluation of big data analytics in geo-distributed datacen-
ters therefore faces many challenges, as the evaluation
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usually needs large volume of source data from multiple
datacenters. The first challenge is how to ensure QoS require-
ments of users in terms of access delays (query delays), given
that the query results will be used in timely decision-making
applications. The second challenge is how to minimize the
cost of query evaluations for big data analytics due to pre-
cious datacenter and bandwidth resources. The third chal-
lenge is how to maximize the accuracy of query evaluation
results, i.e., minimize the error bound of evaluation results
within a specified value.

Onepromising solution to tackle thementioned challenges
is Approximate Query Processing, which evaluates queries
based on the sample data of the original source data, and
returns an approximate resultwith its error bound beingmin-
imized. By leveraging sampling technologies, the query delay
can be significantly reduced [4], as an approximate result
with a large error bound usually is obtained from samples
with large error bound and smaller volume compared with
original dataset. To further reduce the query delay, the sam-
ples can be replicated and placed to multiple datacenters by
evaluating the query based on the samples close to the query.
Although data sampling and replication can improve system
performance, it does not imply that more sample replicas will
lead to better system performance, since the maintenance of
data consistency between the ‘master’ samples of data and
their ‘slave’ sample copies in the network does incur cost [6].
To maximize the benefit by approximate query processing
and sample replications, strategically replicating and placing
the samples of each dataset in a distributed cloud is essen-
tially critical to minimize the evaluating cost of approximate
queries while meeting the delay requirements of the queries
of different users. One fundamental problem thus is how to
replicate and where to place the samples with different error
bounds to different datacenters in a distributed cloud so that
the delay requirements of user queries can bemet, the evalua-
tion cost of the queries and the error bound of evaluation
results can be minimized. Several studies on data placement
have been conducted in the past [1], [7], [15], [31]. However,
most of these studies neither considered data replications of
the generated big data [31] nor took into account the QoS
requirements on user access delays [7], [15], [31], not to men-
tion to explore a non-trivial tradeoff between the query evalu-
ation cost and the result accuracy [1], [7], [15], [31]. In contrast,
we study data replication and placement for approximate
query evaluations of big data analytics in a distributed cloud,
with an aim to minimize the query evaluation cost and the
error of evaluation results while meeting user QoS (query
delay) requirements. To the best of our knowledge, this is the
first time that the QoS-aware data replication and placement
problems for approximate query evaluation of big data ana-
lytics in distributed clouds are considered. We are also the
first to strive for a non-trivial tradeoff between the error
bound of query evaluation result and the query evaluation
cost, by developing efficient algorithms for this purpose.

The main contributions of this paper are as follows. We
first formulate two novel QoS-aware data replication and
placement problems for approximate query evaluation of
big data analytics in a distributed cloud, with the aim tomin-
imize the evaluation cost of queries and the error bounds of
their evaluation results while meeting QoSs of users, where
the evaluation cost of a query is the sum of resource

consumption costs for the query including the data process-
ing, storage, transmission, and update costs. We then pro-
pose efficient algorithms for the two problems with a single
approximate query and multiple approximate queries,
respectively. Specifically, for the problem with a single
approximate query, we devise an approximation algorithm
with a guaranteed approximation ratio, through exploring a
non-trivial trade-off between the evaluation cost of the query
and the error bound of its evaluation result. For the problem
with multiple approximate queries, we develop an efficient
algorithm for it. We finally evaluate the performance of the
proposed algorithms through both experimental simulations
and real implementations in a test-bed. The experimental
results show that the evaluation cost of queries is signifi-
cantly reduced, compared to another baseline algorithm.

The remainder of this paper is organized as follows.
Section 2 introduces the system model and problem defini-
tions, followed by an approximation algorithm for the prob-
lemwith a single approximate query in Section 3. A heuristic
algorithm for the multiple approximate query evaluation
problem is devised in Section 4. The performance evaluation
of the proposed algorithms is conducted in Section 5. The
related work is presented in Section 6, and conclusions are
given in Section 7.

2 PRELIMINARIES

In this section, we first introduce the systemmodel. We then
give notations on big data, approximate queries, QoS
requirements of users, stratified samples, and the query eval-
uation cost model.We finally define the problem precisely.

2.1 System Model

We consider a distributed cloud G ¼ ðDC; EÞ, which con-
sists of a set DC of datacenters located at different geograph-
ical locations that are inter-connected by a set E of
communication links (or Internet paths). Let DCi 2 DC be a
datacenter and eij 2 E a link between two datacenters
DCi 2 DC and DCj 2 DC. The computing resource of each
datacenter DCi is used to evaluate queries, while its storage
resource is used to store data and query results. Denote by
zðDCiÞ and �ðDCiÞ the amount of available computing
resource and the capacity of computing resource in datacen-
ter DCi 2 DC, and let rc be the amount of computing
resource allocated to process one unit data. We do not
restrict the capacity of storage resource of datacenters, as
the storage resource usually is abundant and inexpensive,
compared with the expensive computing resource [31]. The
processing, storage of data at datacenters and the transmis-
sion of data along network links consume various cloud
resources and thus incur costs of the cloud service provider.
Denote by cpðDCiÞ and csðDCiÞ the costs for processing and
storing a unit of data at DCi. Denote by ctði; jÞ and dtði; jÞ
the transmission cost and delay on link eij 2 E for transfer-
ring a unit of data.

2.2 Big Data, Approximate Queries, and Users’ QoS
Requirements

We refer to the data generated by a user as the dataset of the
user, and term the specified datacenter for the data storage
by the user as the home datacenter of the data. Let S be the
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collection of datasets generated by all users, denote by Sj a
dataset in S, where 1 � j � J with J representing the num-
ber of datasets in S, i.e., J ¼ jSj. Denote byDCðSjÞ the data-
center at which dataset Sj is located.

In addition to generating big data, enterprise users also
consume data that is generated by themselves and other
partners. These users explore potential business values by
issuing queries on the data. For example, a user may issue a
query like ‘count the number of customers satisfying the fol-
lowing condition... with the lowest possible error bound
within one hour’. As timeliness for many queries is more
important than the accuracy of their evaluation results, in
this paper we study approximate queries that help users get
a ‘rough picture’ of multiple datasets, by delivering approx-
imate results with a certain error bound while meeting the
stringent query delay requirements of the users. Denote by
Q ¼ fqm j 1 � m �Mg the set of approximate queries in the
system, where M is the number of distinct queries, and qm
is an approximate query by a user. Each qm may demand
several datasets distributed at different datacenters, and let
SðqmÞ be the collection of datasets demanded by qm.

As we consider approximate query evaluations within
stringent delay requirements, we refer to the delay require-
ment of a query as its QoS requirement, where the delay expe-
rienced by the query is defined as the duration between the
time query is issued and the time query result is obtained at
its home datacenter. Denote by dm the maximum tolerable
delay of query qm. dm represents the maximum delay
incurred in replicating samples and transmitting intermedi-
ate results of all the datasets in S.

2.3 Stratified Samples and Sample Replication

To accurately and quickly answer each approximate query
qm, a set of samples of each dataset Sj 2 S has been created,
following the stratified sampling strategy [9]. A stratified
sample refers to a sample that is not drawn from the whole
dataset in a random way, but separately from a number of
disjoint strata of the dataset in order to ensure a more repre-
sentative sample. Each created stratified sample with sam-
ple size jnj;kj is referred to as the origin sample of the dataset,
the sample can return the query result with an error bound
�j;k, where k 2 Zþ. Following the theory of stratified sam-
pling [9], the error bound �j;k of a sample with size jnj;kj is
inversely proportional to the square root

ffiffiffiffiffiffiffiffiffiffijnj;kj
p

of its size
jnj;kj. Therefore, a stratified sample with a larger error
bound usually has a smaller size, requiring less computing
resource to process and a shorter delay to deliver the query
result. We further assume that the origin stratified samples
of each dataset Sj are materialized in advance at the data-
center where Sj is generated.

To meet the delay requirement of each approximate
query, some slave samples of each origin sample of dataset Sj

may be created and placed at the other datacenters in addi-
tion to its home datacenter. Data updates will be performed
for each slave sample if there is any update on its origin
sample to ensure the slave sample consistent with its origin
sample. We assume that the average data size of an update
operation is c � jnj;kj, where c is a constant with 0 �
c < 1 [24] and jnj;kj is the sample size. It is obvious that
more slave samples are in the system, the QoS requirements
of more user queries tend to be satisfied. However, the

update and storage costs on these slave samples will subse-
quently grow, too. Therefore, it is crucial to create and place
a proper number of slave samples with certain error bounds
for each origin sample in different datacenters.

Evaluating an approximate query qm is to abstract the
intermediate results from the samples of its requested data-
sets (possibly in different datacenters), and aggregate the
intermediate results at the home datacenter of the query. Let
hðqmÞ be the home datacenter of qm. Without loss of general-
ity, we assume that the intermediate result on the component
sample of each dataset Sj is proportional to the sample vol-
ume, i.e., b � jnj;kj for sample Sj;k, where b is a constant with
0 < b � 1 [24]. Since the result of query qm is aggregated
from the intermediate results of the placed samples of differ-
ent datasets, the average error bound of the result of qm is
related to the sizes and error bounds of the placed samples.
Specifically, assuming that its component sample sizes of the
query are jnj1;k1 j, jnj2;k2 j and jnj3;k3 j with error bounds �j1;k1 ,
�j2;k2 , and �j3;k3 , respectively, the average error bound of the

approximate query result is
jnj1 ;k1 j��j1 ;k1þjnj2 ;k2 j��j2 ;k2þjnj3 ;k3 j��j3 ;k3

jnj1 ;k1 jþjnj2 ;k2 jþjnj3 ;k3 j
,

following existing studies [36].

2.4 Cost Model

The cost of evaluating approximate queries in a distributed
cloud consists of the following four component costs. The
storage cost is for storing both origin samples and slave sam-
ples of each dataset in S; the process cost is the cost for evalu-
ating the samples requested by approximate queries; the
update cost refers to the cost of keeping slave samples consis-
tent with their origin samples, the update cost model guar-
antees that our proposed algorithms can make eventual
data consistency [6]; and the transmission cost is the cost of
data transfer within the network by transferring the inter-
mediate results of each query qm from the datacenters where
the requested samples are evaluated to the home datacenter
hðqmÞ of qm, and transferring the updated data from each
origin sample to its slave samples. Following many existing
studies [30], [33], [35], we assume that the storage, process,
update and transmission costs are proportional with the
volume of data that the distributed cloud stored, processed,
updated and transmitted, respectively.

2.5 Problem Definitions

Problem 1. Given an approximate query qm for big data analyt-
ics that demands a set SðqmÞ of datasets, each dataset
Sj 2 SðqmÞ is generated at datacenter DCðSjÞ, a variety of ori-
gin samples with different sample sizes and error bounds for
each dataset Sj are stored at datacenter DCðSjÞ, the intermedi-
ate results of evaluating qm on these requested datasets will be
aggregated at the home datacenter of qm, and the delay require-
ment of qm is dm. Assume that the available computing resource
in one datacenter may not be enough to evaluate query qm, the
QoS-aware data replication and placement problem for a
single approximate query of big data analytics is to create
a set of slave samples for each origin sample and place the slave
samples at strategic datacenters in G such that both the evalua-
tion cost of query qm and the average error bound of its evalua-
tion result are minimized, subject to the capacity constraint of
computing resource in each datacenter while meeting the speci-
fied delay requirement dm of qm.
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Problem 2. Given a set S of datasets and a set of approximate
queries Q ¼ fqm j 1 � i �Mg for big data analytics, assume
that the computing resource in one datacenter may not be suffi-
cient to evaluate a single approximate query while the total
computing capacity of all datacenters in DC is no less than the
total demand of all queries. The QoS-aware data replication
and placement problem for multiple query evaluation of
big data analytics is to create a set of slave samples for each
origin sample and place the slave samples at strategic datacen-
ters such that the total evaluation cost of all approximate
queries in Q and the average error bound of their evaluation
results are minimized, subject to the capacity constraint of each
datacenter in DC while meeting the specified delay requirement
dm of each approximate query qm 2 Q.

3 APPROXIMATION ALGORITHM FOR EVALUATING

A SINGLE APPROXIMATE QUERY

We here devise an approximation algorithm with an
approximation ratio for the QoS-aware data replication and
placement problem of a single approximate query qm, by
exploring a non-trivial trade-off between the evaluation cost
of the query and the error bound of its evaluation result.

3.1 Algorithm Overview

Without loss of generality, we assume that there is a base
sample to represent the sample with the smallest size jnbj of
qm and the largest error bound, and the samples of each
dataset in SðqmÞ of query qm can be divided by jnbj [22]. Spe-
cifically, to create a set of samples for a dataset, we first cre-
ate the smallest sample of the dataset by setting its targeted
size jnbj with the largest error bound. To minimize the error
bounds of different data samples with different sizes, we
then create a sample with size 2 � jnbj, and so on. This proce-
dure continues until a sufficient number of samples for each
dataset is created.

Having stratified samples with different sizes and error
bounds for each query, the sample sizes are divisible by
jnbj, the basic idea of the proposed approximation algorithm
is to first ‘split’ each sample into a number of base samples,
for example the kth sample of dataset Sj can be split into
jnj;kj
jnbj base samples; and then reduce the QoS-aware data rep-
lication and placement problem for a single query qm to the
minimum-cost maximum flow in an auxiliary graph
G0 ¼ ðV 0; E0Þ, by considering nb as a commodity that needs
to be assigned. However, the solution to the latter may not
return a feasible solution to the former, since a sample con-
sisting of several base samples may be assigned to different
datacenters, while each sample can only be processed in
one datacenter. We then refine the obtained solution to
make sure that the constituent base samples of each sample
are assigned to a single datacenter only.

3.2 Approximation Algorithm

The key to the mentioned reduction is how to make a trade-
off between the evaluation cost of the query and the error
bound of its evaluation result. Specifically, which sample
for each dataset in SðqmÞ should be used to minimize both
the evaluation cost and the average evaluation error bound,
considering that available computing resource in datacen-
ters of G may not be sufficient for the query evaluation of

qm using samples with smallest error bounds. Another
important concern on the reduction is how to construct the
auxiliary graph G0, such that the selected samples for qm are
processed in datacenters with sufficient computing
resource. To this end, the proposed approximation algo-
rithm first selects the samples with appropriate error
bounds and then assigns the selected samples to different
datacenters with sufficient computing resource.

To select the samples for query qm such that the accumu-
lative available computing resource in all datacenters is
enough to evaluate it, we first calculate the total volume of
data that can be processed by the available computing

resource, that is,

P
DCi2DC zðDCiÞ

rc
, where zðDCiÞ is the amount

of available computing resource in datacenter DCi, and rc is
the amount of computing resource allocated to process one
unit of data. We then calculate the total volume of samples
with the smallest errors for datasets in SðqmÞ, i.e.,
P

Sj2SðqmÞ jnj;1j. If

P
DCi2DC zðDCiÞ

rc
is smaller thanP

Sj2SðqmÞ jnj;1j, we scale down the size of each sample by a

factor of g ¼
P

DCi2DC zðDCiÞ=rcP
Sj2SðqmÞ jnj;1j

. For each dataset Sj, we select

the sample with a size that is no greater and most closest to
size jnj;1j � g.

Given the selected samples of datasets that are
demanded by the approximate query qm, the construction
of the auxiliary graph G0ðV 0; E0Þ is described as follows.

We start by constructing the node set V 0 of G0. Let nj;k be
a selected sample of dataset Sj 2 SðqmÞ. For each sample

nj;k, we create
jnj;kj
jnbj virtual samples, with each virtual sample

representing a base sample nb. Denote by n0j;k;u the uth vir-
tual sample of nj;k. We then add the virtual samples for
datasets in SðqmÞ to V 0, i.e., V 0  V 0 [ fn0j;k;u j 8Sj 2 SðqmÞ;
8k;mg. Similarly, we treat each datacenter DCi 2 DC as

dzðDCiÞ
rc�jnbj e virtual datacenters with each having the amount of

computing resource to process a virtual sample, i.e., rc � jnbj.
Let DC0i;i be the ith virtual datacenter of DCi. We add all of
such datacenters into V 0 by setting V 0  V 0 [ fDC0i;i j
8DCi 2 DC; 81 � i � dzðDCiÞ

rc�jnbj eg. For the sake of clear demon-

stration, we add one virtual source node s0 and a virtual
sink node t0 to V 0, i.e., V 0  V 0 [ fs0; t0g.

We then set the edge set for G0. First, the virtual source
node s0 is connected to all virtual samples. That is, there is
an edge from s0 to each virtual sample n0j;k;u. The cost and
capacity of edge hs0; n0j;k;ui are set to 0 and infinity, respec-
tively. Second, there is an edge from n0j;k;u to a virtual data-
center DC0i;i, if datacenter DCi can process the amount jnbj
of data of sample nj;k within the specified delay requirement
of approximate query qm (i.e., the total delay of replicating
virtual sample nb to DCi and transmitting its intermediate
results to home datacenter hðqmÞ is within its specified delay
requirement dm). The cost of such an edge hn0j;k;u; DC0i;ii is set
to the total cost incurred by (1) transferring the volume jnbj
of virtual sample n0j;k;u of dataset Sj from its home datacen-
ter hðqmÞ to datacenter DCi; (2) processing the volume jnbj
of sample in datacenter DCi; (3) updating the placed virtual
sample in DCi; and (4) storing the volume jnbj of data in
DCi. The capacity of edge hn0j;k;u; DC0i;ii is set to 1, which
means that one virtual sample can be only processed by one
virtual datacenter DC0i;i. Finally, an edge from each virtual
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datacenter DC0i;i to virtual sink t0 is added, and its cost and
capacity are 0 and infinity, respectively.

Fig. 1 illustrates the constructed auxiliary graph G0. In G0,
two samples and three datacenters DC1, DC2, and DC3 are
considered. The sizes of the samples are jn1;1j and jn2;2j,
respectively. For the first sample with size jn1;1j, three vir-
tual samples n01;1;1, n

0
1;1;2, and n01;1;3 are created, while two

virtual samples n02;2;1 and n02;2;2 with size jnbj are created for
the second sample. Similarly, the three datacenters are
divided into several virtual datacenters based on their avail-
able resource. The delays of replicating the first sample and
second sample in datacenters DC1 and DC2 and transmit-
ting their intermediate results from DC1 and DC2 to its
home datacenter are within the delay requirement of the
query, so there are edges from each of the samples to the
virtual datacenters of DC1 and DC2. Notice that there exist
key distinctions with the construction of the auxiliary graph
in [31]: (1) the construction procedure in [31] did not con-
sider the delay requirement of queries; (2) the constructed
auxiliary graph in this paper introduces the concept of
‘splitting’ each sample to virtual samples and ‘dividing’
each datacenter to several virtual datacenters, while in the
construction procedure in [31] the concept of virtual data-
center is introduced for the sake of moving the capacity con-
straints to edges.

Having the auxiliary graph G0, we now reduce the QoS-
aware data replication and placement problem for an
approximate query qm of big data analytics in G to the mini-
mum-cost maximum flow problem in G0. Specifically, we
consider each virtual sample as a commodity with demand
jnbj that needs to be routed from s0 to t0 in G0. The edge
capacity of G0 is integral. Following the integrality property
for the minimum-cost maximum flow problem [14], there is
an integral minimum-cost maximum flow f that routes the
commodities (virtual samples) to t0. That is, the flow from
each virtual sample n0j;k;u and each virtual datacenterDC0i;i in
G0 is either 1 or 0, as the capacity of edge hn0j;k;u; DC0i;ii is 1.
This means that each virtual sample will be assigned to a sin-
gle datacenter. However, such an assignment of virtual sam-
ples may not deliver a feasible solution to the original
problem, because each sample can only be processed in one
datacenter. To deliver a feasible solution, we modify the

solution C0 obtained from theminimum-cost maximum flow
f 0 in G0 to make it become feasible. Let fDC1; . . . ;
DCl; . . . ; DCLg be the set of datacenters to which the virtual
samples of a sample for dataset Sj are assigned in solution
C0, and denote byDCl0 the datacenter that will incur themin-
imum cost of processing a virtual sample of Sj in set
fDC1; . . . ; DCl; . . . ; DCLg. We finally assign all virtual sam-
ples of nj;k to DCl0 . As a result, the sample of each dataset
Sj 2 SðqmÞ is assigned to a single datacenter.

The detailed description of the approximation algorithm
is given in Algorithm 1.

Algorithm 1. Appro_DPR

Input: A distributed cloud G ¼ ðDC; EÞ, an approximate query
qm, a set of datasets SðqmÞ with each dataset Sj being gener-
ated at datacenter DCSj , and the delay requirement dqm of
query qm in accessing some datasets in S.

Output: The placement and replication locations of the samples
of datasets in SðqmÞ.

1: Calculate the total volume of data that can be processed by

the available computing resource, i.e.,

P
DCi2DC zðDCiÞ

rc
;

2: Calculate the total volume of samples with the smallest error
bounds for datasets in SðqmÞ;

3: if

P
DCi2DC zðDCiÞ

rc
is smaller than the total volume of samples

with the smallest error bounds for datasets in Sqm then
4: Scale down the size of each sample by a factor of

g ¼
P

DCi2DC zðDCiÞ=rcP
Sj2SðqmÞ jnj;1j

;

5: Construct the auxiliary graph G0ðV 0; E0Þ, as shown in Fig. 1,
to make sure all the selected samples are assigned to data-
centers for processing;

6: Obtain an integral minimum-cost maximum flow f that
route the commodities to destination node t0;

7: Adjust the solution obtained from the minimum-cost maxi-
mum flow f 0 in G0, by assigning all virtual samples of each
sample to the datacenter DCl0 that is assigned with the vir-
tual sample with the minimum cost;

8: return The placement and replications of stratified samples
with error bounds of datasets.

3.3 Algorithm Analysis

In the following, we analyze the approximation ratio of the
proposed approximation algorithm.

Lemma 1. Given an approximate query qm, the samples with
specified error bounds of qm’s datasets in SðqmÞ, the average
error bound of the query result is monotonously increasing
with the increase of the error bound of a sample for each dataset
Sj 2 SðqmÞ.

Proof. Recall that SðqmÞ is the source dataset of query qm.
Consider one dataset S1 2 SðqmÞ that has two samples
with error bounds �1;1 and �1;2 and �1;1 < �1;2. The claim
holds if we can show that

jn1;1j � �1;1 þ
PjSðqmÞj

j¼2 jnj;kj � �j;k
jn1;1j þ

PjSðqmÞj
j¼2 jnj;kj

<
jn1;2j � �1;2 þ

PjSðqmÞj
j¼2 jnj;kj � �j;k

jn1;2j þ
PjSðqmÞj

j¼2 jnj;kj
;

(1)

Fig. 1. An example of the constructed auxiliary flow graph G0 ¼ ðV 0; E0Þ
for the approximation algorithm, where two samples and three datacen-
ters are considered.
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where jn1;1j and jn1;2j are the sizes of two samples of
dataset S1, jnj;kj and �j;k ¼¼ 1ffiffiffiffiffiffiffiffi

jnj;kj
p are the size and error

bound of the kth sample of dataset Sj. Specifically, we
have

jn1;1j � �1;1 þ
PjSðqmÞj

j¼2 jnj;kj � �j;k
jn1;1j þ

PjSðqmÞj
j¼2 jnj;kj

¼
jn1;1j � 1ffiffiffiffiffiffiffiffi

jn1;1j
p þPjSðqmÞj

j¼2 jnj;kj � 1ffiffiffiffiffiffiffiffi
jnj;kj
p

jn1;1j þ
PjSðqmÞj

j¼2 jnj;kj
;

¼
ffiffiffiffiffiffiffiffiffiffijn1;1j

p þPjSðqmÞj
j¼2

ffiffiffiffiffiffiffiffiffiffijnj;kj
p

n1;1 þ
PjSðqmÞj

j¼2 jnj;kj
:

(2)

Let’s take n1;1 as a variable x of the function in (2), i.e.,

fðxÞ ¼
ffiffi
x
p þ

PjSðqmÞj
j¼2

ffiffiffiffiffiffiffiffi
jnj;kj
p

xþ
PjSðqmÞj

j¼2 jnj;kj
. Here, x is the size of a sample,

and fðxÞ represents the average error bound of a
query evaluated on samples including the sample
with size x. Clearly, fðxÞ is monotonously increasing
with the decrease of x (jn1;1j), because x decreases
faster than

ffiffiffi
x
p

. As the error bound of a sample is
inversely proportional to the square root of its size, a
sample with a smaller size thus has a larger error
bound, when x decreases, the error bound of a query
evaluated on x’s corresponding sample increases, the
average error bound of the query evaluated on sam-
ples including the sample increases too. Therefore, the
average error bound of the query result is monoto-
nously increasing with the increase of the error bound
of a sample for each dataset Sj 2 SðqmÞ. tu

Lemma 2. Given the selected samples of each dataset Sj 2 SðqmÞ,
all their virtual samples can be routed to the virtual sink t0 in
auxiliary graph G0, with the computing capacity of each data-
center being violated by at most a factor of jnbjCmin

, where Cmin is
the amount of computing resource of datacenter that has the
minimum computing capacity.

Proof. We first show that the total available computing
resource of all datacenters in DC is enough to evaluate an
approximate query qm based on the selected samples of
its datasets in SðqmÞ. Recall that we create samples with
the smaller sizes (the larger error bounds), if the total
computing resource of all datacenters is not enough to
process the samples with the largest size (the smallest
error bound), then we scale down the sample with the

largest size by a factor of g ¼
P

DCi2DC zðDCiÞ=rcP
Sj2SðqmÞ jnj;1j

, where nj;1

is the sample with the smallest size of dataset Sj. For each
dataset Sj, we select the sample with a size that is smaller
(or equal) and the most closest to jnj;1j � g. This means
that the error bounds for processing samples by the avail-
able computing resource can be as small as possible.

We then show that the computing capacity of each
datacenter can be violated by no more than a factor of
jnbj
Cmin

. Given the samples with error bounds specified by
users, the samples are divided into virtual samples and
the datacenters are treated as virtual datacenters. Each
virtual datacenter will be able to process one virtual

sample. Recall that each datacenter is virtually treated

as dzðDCiÞ
rc�jnbj e virtual datacenters. If zðDCiÞ cannot be

divided by rc � jnbj exactly, there will be a virtual data-

center with less than the amount rc � jnbj of computing

resource. The base sample that is assigned to such a vir-

tual datacenter cannot be processed due to resource vio-

lation. Therefore, there must be at most one virtual
datacenter that does not have enough computing

resource to process the volume jnbj of data. Thus, the

computing capacity of a datacenter can be violated by

at most jnbjCmin
. tu

Theorem 1. Given a distributed cloudG ¼ ðDC; EÞ, an approxi-
mate query qm, and a set SðqmÞ of datasets with each dataset
Sj 2 SðqmÞ storing at datacenter DCSj , the tolerable delay
requirement dm, there is an approximation algorithm Appro-

DPR, for the QoS-aware data replication and placement prob-
lem for a single approximate query, which delivers a feasible
solution with the approximation ratio of d in terms of the evalu-
ation cost and the approximation ratio of 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

jnminj=jnmaxj
p for the

average error bound of the evaluation result, while the delay
requirement of each query qm is met, where d represents the
largest number of virtual samples that can be created from one
sample, jnmaxj and jnminj are the maximum and minimum vol-
ume of samples of the datasets in SðqmÞ.

Proof. We first show the approximation ratio in terms of the
evaluation cost. Recall that we reduce the original prob-
lem to the minimum-cost maximum flow problem, by
dividing each sample with the selected error bound into
several virtual samples and each datacenter into several
virtual datacenters. Let C0 be the cost of evaluating a
query qm based on the virtual samples in virtual datacen-
ters. C0 is the optimal solution to the problem that allows
splitting a sample to multiple datacenters, which can be
obtained in polynomial time following the integrality
property of flow, since the capacity of edge hn0j;k;u; DC 0i;ii
is set to either 1 or 0. The delivered solution however is

not a feasible solution to the original problem, as the vir-
tual samples that belong to a same sample may be

assigned to virtual datacenters of different datacenters.
Let C be the evaluation cost of the proposed approxi-

mation algorithm Appro_DPR, and C� be the optimal
evaluation cost of the problem. Clearly, C is the cost
after adjusting solution C0. Specifically, let fDC1; . . . ;
DCl; . . . ; DCLg be the set of datacenters to which the vir-
tual samples of a sample for dataset Sj are assigned in
solution C0, and denote by DCl0 the datacenter that will
incur the minimum cost of processing a virtual sample of
Sj in set fDC1; . . . ; DCl; . . . ; DCLg. For simplicity, let c0l;m
and c0l0;m be the costs of assigning a virtual sample to a
datacenter in fDC1; . . . ; DCl; . . . ; DCLg and DCl0 in solu-
tion C0, respectively. It is obvious c0l0;m � c0l;m. To get the

feasible solution C, all virtual samples of Sj that are not

in DCl0 are re-assigned to DCl0 following the algorithm
Appro_DPR. Denote by cl;m the implementation cost of a

virtual sample after its re-assignment. Clearly, cl;m is the

same as that of the virtual sample assigned toDCl0 . Since

c0l0;m � c0l;m in solution C0, we have cl;m � c0l;m for the re-

assigned virtual sample. We then have
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C ¼
X

Sj2SðqmÞ
cSj ¼

X
Sj2SðqmÞ

Xjnj;kj=jnbj

m¼1
cl0;m

� jnj;kj
jnbj

X
Sj2SðqmÞ

Xjnj;kj=jnbj

m¼1
cl0;m; since

jnj;kj
jnbj � 1

(3)

� jnj;kj
jnbj

X
Sj2SðqmÞ

Xjnj;kj=jnbj

m¼1
c0l;m; since cl0;m � c0l;m (4)

¼ jnj;kj
jnbj C

0; (5)

where cSj is the cost for dealing with samples of dataset

Sj.
Since the problem that allows splitting a sample and

places split samples to multiple datacenters is a special
case of the QoS-aware data placement and replication
problem, we have C0 � C�. By inequality (5), we thus
have

C � jnj;kj
jnbj C

� � d � C�: (6)

The approximation ratio C
C� thus is

jnj;kj
jnbj , where d repre-

sents the maximum number of virtual samples that can
be created for any single sample.

We then analyze the approximation ratio for the aver-
age error bound of the approximation solution. Let �� be
the optimal average error bound of the evaluation result
of qm. It can be seen that if the total available resource of
datacenters can process the samples with the smallest
error bound with largest volumes, the optimal average
error bound will be the smallest error bound of the sam-
ples, i.e., �1. Thus, we have �� � �1. Otherwise, when the
total available computing resource is not enough to pro-
cess the samples with the smallest error bounds, the sam-
ple sizes will be scaled down by a factor of g with
0 < g < 1. Denote by �0j;k the error bound of the scaled
down sample for dataset Sj. Considering that the error
bounds of samples have been determined before hand,
there may not be samples n0j;k with an error bound �0j;k;
we however can assume that there are samples nj;k with

a larger error bound �j;k, it is obvious �0j;k � �j;k and

jn0j;kj > jnj;kj . Then, the error bound � achieved by the

approximation algorithm Appro_DPR is

� ¼
P

Sj2SðqmÞ jnj;kj � �j;kP
Sj2SðqmÞ jnj;kj

�
P

Sj2SðqmÞ jn0j;kj � �0j;kP
Sj2SðqmÞ jn0j;kj

; due to Lemma 1

¼
P

Sj2SðqmÞ
ffiffiffiffiffiffiffiffiffiffi
jn0j;kj

q
P

Sj2SðqmÞ jn0j;kj
¼

P
Sj2SðqmÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffijnj;1j � g
p

P
Sj2SðqmÞ jnj;1j � g

¼
P

Sj2SðqmÞ
ffiffiffiffiffiffiffiffiffiffijnj;1j

p
ffiffiffi
g
p �PSj2SðqmÞ jnj;1j ¼

1ffiffiffi
g
p � �1 � 1ffiffiffi

g
p � ��:

(7)

Therefore, the approximation ratio in terms of the aver-
age error bound �

�� is no more than 1ffiffi
g
p . Considering that

we assume that although the available computing

resource of all datacenters may not be able to process
samples with smallest errors with largest volumes, they

are enough to process the samples with the largest error

bounds. The scale down factor g thus is no more than
jnmaxj
jnminj. The approximation ratio thus is no more than

affiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
jnminj=jnmaxj
p . tu

4 A HEURISTIC ALGORITHM FOR MULTIPLE

APPROXIMATE QUERY EVALUATION

In this section, we devise a fast and scalable heuristic algo-
rithm for the QoS-aware data replication and placement
problem for multiple approximate query evaluation. We
start with a brief overview of the proposed algorithm. We
then detail the algorithm. We finally analyze the time com-
plexity of the proposed algorithm.

4.1 Algorithm Overview

A simple solution to the QoS-aware data replication and
placement problem with multiple approximate queries for
big data analytics is to invoke the proposed approximation
algorithm for each of the queries one by one. This solution
however does not consider the fact that a dataset can be
shared by different queries. Consequently this will create
many redundant samples for a dataset than necessary,
thereby increasing the storage, transmission and update costs
of samples. For example, if all queries request a same dataset,
the solution will create a sample for every query, which how-
ever can be significantly improved if it only creates one sam-
ple for all queries, since all the queries share the same dataset.
As different queries not only have different datasets but also
have different delay requirements, it is necessary to create dif-
ferent numbers of slave samples for each origin sample at dif-
ferent datacenters to meet their delay requirements.
Therefore, an important question is how many slave samples
of each origin sample requested by a query should be created,
and at which datacenters these slave samples will be placed,
To answer this question, we consider not only the locations of
existing slave samples of the dataset that are placed by the
evaluation of previously considered queries, but also poten-
tial locations for newly created slave samples of the dataset
with the objective to minimize the evaluation cost of queries
that share this dataset. Specifically, we reduce the problem to
an unsplittable minimum-cost multi-commodity flow prob-
lem in an auxiliary directed graph Gf ¼ ðVf;Ef ;u; cÞ which
will be constructed later, where the pair of a query qm and
each of its required datasets in SðqmÞ is referred to as a com-
modity. Each commodity needs to be routed to a datacenter,
which corresponds to creating a slave sample for the required
dataset at the datacenter, or using an existing slave sample at
the datacenter already.

Another important issue is how to determine based on
which sample of each dataset in Sj 2 SðqmÞ that each query
qm should be evaluated to decrease the error bound of evalu-
ation result and reduce its evaluation cost, considering that a
dataset has several different original samples with different
sizes and error bounds. To minimize the error bound of the
evaluation result for qm, we consider the sample of dataset Sj

with the smallest error bound initially. If the computing
resource of all datacenters is not enough to evaluate all
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queries at their smallest error bounds, the algorithm will
greedily select some queries by increasing their samples’
error bounds, as larger error bounds indicate smaller sample
sizes, leading to less computing resource to process.

The mentioned procedure of routing commodities con-
tinues until all commodities are successfully routed to their
destinations.

4.2 Algorithm

The detailed algorithmproceeds iteratively.Within each iter-
ation, it consists of two phases: (1) the construction of the
flow graph Gf ¼ ðVf; Ef ;u; cÞ; and (2) routing samples to
datacenters for query evaluation. If not all demands can be
met by the system, the sample size is reduced and the error
bounds are increased. This iteration continues until there is
sufficient computing resource for the query evaluation.

The construction of Gf ¼ ðVf ; Ef ;u; cÞ is as follows. Since
a dataset may be requested by multiple datasets at the same
time and their samples can be placed to different datacen-
ters as long as the evaluation cost is reduced, we use a com-
modity node in Gf to represent a query qm and each of its
demanded datasets, i.e., ðqm; SjÞ, where Sj 2 SðqmÞ is a data-
set that query qm demands. Routing this commodity thus
means both the assignment of query qm and the placement
of the sample of its required dataset Sj. In other words, to
evaluate query qm, we need to route all commodities of the
query to some datacenters in G for processing. Therefore,
each datacenter DCi 2 DC is treated as a datacenter nodeDCf

i

in Gf . Denote by DCf the set of datacenter nodes. Each data-

center node DCf
i 2 DCf has a virtual datacenter node DC

0f
i ,

and a directed edge hDCf
i ;DC

0f
i i fromDCf

i toDC
0f
i is added

into Ef with the capacity representing the volume of data
that can be processed by DCi, denote by DC0f the set of vir-
tual datacenter nodes. In addition, a virtual source node s0
and a virtual sink node t0 are added to Gf , i.e., Vf ¼
fs0g [

� S fðqm; SjÞg
� [ DCf [ DC0f [ ft0g, where Sj 2 SðqmÞ

and 1 � m �M.
There is a directed edge from the virtual source node s0

to each commodity node ðqm; SjÞ, its capacity and cost
are the volume of Sj and 0, respectively. A directed edge
hðqm; SjÞ;DCf

i i from a commodity node ðqm; SjÞ to a datacen-
ter nodeDCf

i is added toEf , if the delay requirement of query
qm for evaluating on a sample at datacenter DCi is satisfied.
The capacity of edge hðqm; SjÞ;DCf

i i is the volume of Sj. If a
slave sample of Sj has not been placed atDCi, the cost of edge
hðqm; SjÞ;DCf

i i is the sum of the storage cost for storing a unit
of data at datacenterDCi, the update cost for updating a unit
of data along the shortest path with minimum cost between
the datacenter where its origin sample is and DCi, and the
transmission cost for transmitting a unit of intermediate data
along the path with minimum transmission cost fromDCi to
the home datacenter hðqmÞ of qm. Otherwise, the cost of
hðqm; SjÞ;DCf

i i is set to the transmission cost for transmitting
a unit of intermediate data along the path with minimum
transmission cost fromDCi to hðqmÞ, because the update and
storage costs of Sj have been considered when routing other
commodities. A directed edge hDCf

i ;DC
0f
i i from a datacenter

node DCf
i to a virtual datacenter node DC

0f
i is added to Ef ,

and its capacity is the amount of data that can be processed
by the available computing resource of datacenter DCi, and
its cost is the cost of processing a unit of data atDCi. Similarly,
there is a directed edge hDC

0f
i ; t0i from each virtual datacenter

node DC
0f
i to the virtual sink node t0, its capacity is set to

infinity, and its cost is 0.
An example of a constructed graph Gf ¼ ðVf; Ef ;u; cÞ

from the distributed cloud G ¼ ðDC; EÞ is illustrated in
Fig. 2, where two approximate queries q1 and q2 are issued.
The evaluation of query q1 requires samples of datasets S1

and S2, while the evaluation of query q2 requires samples of
datasets S1, S2 and S3. The origin samples of datasets S1, S2

and S3 are located at datacenters DC6, DC7 and DC4,
respectively. The delay requirement of q1 for evaluating on
the samples of datasets S1 and S2 at datacenter DC2 cannot
be met, so there are no edges between the commodity nodes
of q1 (i.e., ðq1; S1Þ and ðq1; S2Þ ) and the datacenter node

DCf
2 . Similarly, there are no edges between the commodity

nodes of q2 (i.e., ðq2; S1Þ, ðq2; S2Þ and ðq2; S3Þ) and datacenter

nodes DCf
1 , DCf

5 , and DCf
6 , as the delay requirement of q2

for evaluating on the samples of the datasets located at data-
centersDC1,DC5, andDC6 cannot be satisfied.

Having the auxiliary flow graph Gf ¼ ðVf ; Ef ;u; cÞ, we
then route all commodities in Gf one by one. As each data-
set requested by a query has multiple samples with differ-
ent error bounds, we start routing each commodity node by
routing its slave sample with the smallest error bound (larg-
est sample size), and iteratively find the sample with next
smallest error bound, while each further iteration increases
the error bound of the previous iteration until the QoS
requirement is met.

Assume that at the beginning of the kth iteration, some
queries have been admitted at error bounds from �1 to �k�1.

Fig. 2. An example of the distributed cloud G and its auxiliary flow graph
Gf , where query q1 requires the samples of datasets S1 and S2 for its
evaluation, while query q2 requires the samples of datasets S1, S2, and
S3 for its evaluation.
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Wenow show how to admit the rest of queries by routing the
residual commodities inGf in the kth iteration.We first route
each unrouted commodity ðqm; SjÞ by assuming that qm will
be evaluated on the sample of Sj with an error bound �k. We
then rank each unrouted commodity ðqm; SjÞ according to
the size jnj;kj of the sample of Sj with the error bound �k, i.e.,
the rank of query qm is

P
Sj2SðqmÞ jnj;kj. We further route the

commodity ðqm; SjÞ with the lowest rank to the destination
node t0 through a pathwithminimum cost inGf . If a selected
routing path passes a datacenter nodeDCf

i , we then create a
slave sample for the sample at datacenter DCi and update
the capacities of edges in Gf . Since there is at most one salve
sample of a dataset at the same datacenter DCi, the cost of
each edge in set fhðq0m; SjÞ; DCf

i i j q0m 2 Q n fqmgg is updated
to the transmission cost by q0m.

Notice that some queries may not be admitted after K
iterations. To admit all queries, we will increase the error
bound of samples requested by admitted queries. The pro-
cedure of increasing the error bounds of admitted queries
continues until all queries are admitted. The detailed proce-
dure of the heuristic algorithm is given in Algorithm 2.

Algorithm 2. Heu_DPR

Input: A distributed cloud G ¼ ðDC; EÞ, the set of approximate
queries Q with each approximate query qm, a set of datasets
S with each dataset being generated at datacenter DCðSjÞ,
and the delay requirement dm of each query qm by evaluat-
ing on some datasets in S.

Output: The placement and replication locations of the slave
samples of datasets in S.

1: Construct an auxiliary flow graph Gf ¼ ðVf ; EfÞ;
2: Rank the queries in Q according to the volume of their

accessed samples in a ascending order;
3: for Each query qm with the minimum rank do
4: Get the available computing resource of each datacenter;
5: for Each origin sample node Sj accessed by query qm do
6: Treat the origin sample as an unsplittable commodity;
7: Find a path pm;j;t0 from the origin sample node to t0

with minimum accumulated cost of all edges along the
path;

8: Check whether the computing capacity of the datacen-
ter is violated if routing the commodity to the datacen-
ter along path pm;j;t0 ;

9: if The capacity is not violated then
10: Route the commodity along the path pm;j;t0 ;
11: Update the capacities of edges in Gf ; Update the cost

of each edge in set fhðq0m; SjÞ; DCf
i i j q0m 2 Q n fqmgg

as the transmission cost by q0m;
12: else
13: Select the sample with a higher error bound as the

commodity to be routed;
14: Repeat step 8 to step 11;
15: return The number and locations of samples with different

error bounds of all datasets.

4.3 Algorithm Analysis

In the following, we show the correctness and analyze the
time complexity of the proposed algorithm Algorithm 2.

Theorem 2. Given a distributed cloud G ¼ ðDC; EÞ, a set Q of
approximate queries with the delay requirement dm for each

query qm 2 Q, there is an algorithm, Heu_DPR, for the QoS-
aware data replication and placement problem for multiple
query evaluation, which delivers a feasible solution in
OððjQj � jSj þ jDCjÞ3Þ time.

Proof. Let p be a flow routing path inGf starting from s0 and
ending at t0, i.e., hs0; ðqm; SjÞ; DCf

i ;DC
0f
i ; t0i. Clearly, the

delay requirement of qm can be met as there will not be an
edge from ðqm; SjÞ toDCf

i if the delay requirement can not
be satisfied.We then prove that flow f along p corresponds
to placing a slave sample of Sj at datacenter DCi and
assigning query qm to DCi for evaluating on the placed
slave sample. We consider two cases: (1) a slave sample of
Sj has already been placed at DCi; and (2) there is no any
slave sample of Sj at DCi. For case (1), since there is at
most one slave sample with an error bound of a dataset at
a datacenter, there is no need to create another slave sam-
ple for Sj at DCi. In this way, no extra storage and update
costs are incurred, and only processing and transmission
costs are incurred. As shown in Step 11 of Algorithm 2,
the cost of edge hðqm; SjÞ; DCf

i i is updated to the transmis-
sion cost by query qm for transmitting a unit of data from
its home datacenter hðqmÞ to DCi, and the cost of edge
hDCf

i ;DC
0f
i i is the process cost of query qm by processing

the placed sample of Sj. Similarly, for case (2) we can show
that the flow f via path p corresponds to the placement of
a sample of Sj and the assignment of query qm to DCi for
evaluating on the placed sample.

Gf contains OðjQj � jSj þ jDCjÞ nodes and OðjQj � jSj�
jDCjÞ edges, its construction thus takes OðjQj � jSj � jDCjÞ
time. It takes OðjVf j2Þ time to find the shortest path in Gf

for each pair of qm and one of its required dataset from
its commodity node hqm; Sji to t0, where jVf j ¼ OðjQj�
jSj þ jDCjÞ. Thus, the algorithm takes OðjQj � jSj � ðjQj�
jSj þ jDCjÞ2Þ time. tu

5 PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
algorithms, and investigate the impact of important param-
eters on the algorithmic performance, by both simulations
and a proof-of-concept in a real test-bed.

5.1 Experimental Environment

For the simulation, we consider a distributed cloud consist-
ing of 20 datacenters, there is an edge between each pair of
datacenters with a probability of 0.2, generated by the GT-
ITM tool [11]. The computing capacity of each datacenter is
randomly drawn from a value interval [100, 2,000] units
(GHz) [31]. Each user produces several Gigabytes of data, we
thus emulate the volume of the dataset generated by each
user is in the range of [5, 10] GB [31], and the amount of com-
puting resource assigned to the processing of 1 GB data is a
value in the range of [20, 50] GHz. The costs of transmitting,
storing and processing 1 GB of data are set within a value
[$0.02, $0.09], [$0.0275, $0.03], and [$0.05, $0.1], respectively,
following typical charges in Amazon EC2 and S3 [2], [3].
The numbers of datasets and queries in the system are ran-
domly drawn in the range of [50, 100] and [50, 150], respec-
tively. The number of datasets required by the query is
randomly drawn from interval [1, 3], respectively. The QoS
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requirement of each query is a value between 500 and 1,000ms.
Unless otherwise specified,wewill adopt these default settings
in our simulations. Each value in the figures is the mean of the
results by applying each mentioned algorithm on 15 different
topologies of the distributed cloud.

We evaluate the performance of algorithm Appro_DPR

for a single approximate query against a greedy algorithm
Greedy. Algorithm Greedy first tries to place the samples
with the smallest error bounds and then adjusts the error
bounds of samples until all datasets have placed samples in
datacenters. To evaluate the performance of the proposed
algorithm Heu_DPR for multiple approximate queries,
another greedy algorithm Greedy_multiQ is employed as
an evaluation baseline. Specifically, Greedy_multiQ algo-
rithm first selects a set of candidate datacenters for each
pair of a query and one of its requested datasets. If the delay
requirement of the query can be met by putting a sample
with the smallest error bound of the dataset at the selected
datacenters, it then places the sample at a datacenter with
the maximum available computing resource. If the datacen-
ter cannot accommodate more samples, it then picks the
next datacenter with the second largest amount of available
computing resource in the set of candidate datacenters. If
the available computing resource of the set of candidate
datacenters cannot accommodate more samples, the algo-
rithm then increases the error bounds of samples until all
samples can be placed.

In addition, we evaluate the proposed algorithms on a real
testbed.Motivated by thework [38] of Yan et al. thatmade bet-
ter use ofAmazon T2 instances, we lease a number of comput-
ing resources located at geo-distributed locations, and deploy
a distributed computing environment, based on which we
evaluate the proposed algorithms Appro_DPR and Heu_DPR

against two baselines Greedy and Greedy_multiQ,
respectively.

5.2 Performance Evaluation of Different Algorithms
for a Single Query

We first evaluate the performance of algorithm Appro_DPR

against that of algorithm Greedy in terms of the evaluation
cost (the unit is US dollars), the average delay experienced
by a query, and the average error bound of the evaluation
result, by varying the number of datacenters from 20 to 200.
From Fig. 3a it can be seen that the evaluation cost by algo-
rithm Appro_DPR is much lower than that by algorithm
Greedy. The reason is that algorithm Appro_DPR finds
samples with the lowest error bound that can be dealt with
by the resources of datacenters in the distributed cloud and
then assigns queries to the datacenters. However, algorithm
Greedy assigns queries to datacenters one by one and
greedily increases the error bounds of samples until they

are placed. In addition, the evaluation cost of each query by
the two algorithms is increasing with the growth of the
number of datacenters from 20 to 150. The rationale is that
each query has a higher probability of requesting a dataset
that is far from its home datacenter in the distributed cloud
with more datacenters, thereby increasing the costs incurred
by data transmission and sample updates. However, the
evaluation cost decreases slightly when the number of data-
centers grows from 150 to 200. The reason is that queries
have more choices to select datacenters that are close to their
home datacenters, which traded-off the mentioned cost
increase due to the growth of datacenter numbers. Also, we
can see from Fig. 3b, the average delay of queries by algo-
rithm Greedy is much higher than that by algorithm
Appro_DPR, because algorithm Greedy assigns queries
one by one greedily and this may lead to the later-assigned
queries being assigned to the datacenters far from their
home datacenters (with higher access and update delays).
Furthermore, as shown in Fig. 3c, the average error bound
of all placed samples by algorithm Appro_DPR is almost
the same as that of algorithm Greedy.

We then investigate the performance of algorithms
Appro_DPR and Greedy by varying the maximum number
of datasets of a query from 5 to 50 while fixing the number of
datacenters at 20. From Figs. 4a and 4b, we can see that the
curves of evaluation costs and the average delays of both
algorithms are increasing with the growth of the maximum
number of datasets, because more datasets usually incur
higher process, storage, transmission, and update costs for a
query, and increase the maximum delay of replicating their
samples to assigned datacenters. As shown in Fig. 4c, the
average error bound of all placed samples by algorithm
Appro_DPR is almost the same as that of algorithm Greedy.

We third study the performance of algorithms
Appro_DPR and Greedy by varying the maximum delay
requirement of a query and fixing the number of datacenters
at 20, as illustrated in Fig. 5. From Fig. 5a, we can see that
algorithm Appro_DPR delivers a solution with a much lower
evaluation cost than that of algorithm Greedy. However,
both of their evaluation costs are increasing as the maximum
delay requirement increases. This is because a higher maxi-
mum delay requirement of a query (1) means the query can
wait longer time to gain an evaluation result with a lower
error bound, increasing the process and storage costs; (2)
allows the algorithms to put its samples to far away datacen-
ters from their home datacenters, thereby increasing the
update and transmission costs. Fig. 5b demonstrates that the
average delay of a query is increasing with the growth of its
maximum delay requirement. The reason is similar as that of
Fig. 5a. In addition, we can see from Fig. 5c that the curves for

Fig. 3. The performance of different algorithms for a single query.
Fig. 4. The impact of the maximum number of datasets of a single query
on the algorithmic performance.
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the average error of a query evaluation result are slightly
decreasing as the maximum delay requirement increases.
The rationale behind is that a query usually has a stringent
requirement on its average error bound of its results while it
has a loose requirement on delay.

We finally evaluate algorithm Appro_DPR against algo-
rithm Greedy, by increasing the lowest error bound of a
sample from 0.05 to 0.15, while fixing the maximum error
bound of a sample at 0.25. From Figs. 6a and 6b, we can see
that the evaluation costs and the average delay of a query
by both algorithms are decreasing when the lowest error
bound of a sample increases from 0.05 to 0.15. The reason is
that a higher error bound of a sample usually means a
smaller size of the sample, thereby leading to a lower cost
and shorter time of evaluating the query. Furthermore, since
evaluating a query based on smaller volume of samples
usually incurs a larger error, the average error of a query
evaluation result is increasing with the growth of the lowest
error bound of its data samples, as depicted in Fig. 6c.

5.3 Performance Evaluation of Different Algorithms
for Multiple Queries

We now evaluate the proposed algorithm Heu_DPR against
algorithm Greedy_multiQ, in terms of the evaluation cost
(US dollars), the average delay, and the average error bound
of the evaluation result, by varying the number of datacen-
ters from 20 to 200. It can be seen from Fig. 7a that the evalu-
ation cost by algorithm Heu_DPR is substantially less than
that by algorithm Greedy_multiQ. For example, the evalu-
ation cost by Heu_DPR is only about 77 percent of that by
algorithm Greedy_multiQ when there are 20 datacenters.
The rationale behind is that algorithm Greedy_multiQ

selects the datacenter with the highest available computing
resource to place samples which may be too far to satisfy
the delay requirement of queries, thus more slave samples
are placed to satisfy the delay requirement of queries,
increasing storage, update and transmission costs. It can
also be seen that the evaluation costs of both algorithms
increase with the growth of the number of datacenters. One

of the main reasons is that with the growth of the number of
datacenters, more computing resource will be available to
accommodate large-volume slave samples with lower error
bounds, thereby increasing the costs of processing, storing,
transmitting and updating larger slave samples. From
Fig. 7b we can see that the average delay by algorithm
Heu_DPR is much lower than that by algorithm Greedy_-

multiQ, and the average delay of a query by both algo-
rithms increases with the growth of number of datacenters.
This is because the samples of a query have a higher proba-
bility of being assigned to datacenters that are far from its
home datacenter. In addition, we can see from Fig. 7c that
the average error bound of all samples placed in the system
by algorithm Heu_DPR is only 0.07, while the one by algo-
rithm Greedy_multiQ is 0.19 when the number of data-
centers is 20, which is much higher than that by algorithm
Heu_DPR. The reason is that algorithm Heu_DPR adopts a
fine-grained adjustment of error bounds when there exist
queries that cannot be evaluated. On the other hand, algo-
rithm Greedy_multiQ places more slave samples for each
origin sample, thus, occupies more computing resource.
This prevents the algorithm from placing slave samples
with lower error bounds that typically have higher comput-
ing resource demands. Also, the average error bound of all
evaluated queries by algorithm Greedy_multiQ decreases
with the growth of the number of datacenters, since more
resources in the datacenters can be used to process samples
with larger sizes and lower error bounds.

We then investigate the impact of the maximum number
of datasets of queries on the performance of algorithms
Heu_DPR and Greedy_multiQ, by varying the maximum
number of datasets from 5 to 50 and fixing the number of
datacenters to 20. It can be seen from Fig. 8a that the evalua-
tion cost of all queries by algorithm Greedy_multiQ is
lower than that by algorithm Heu_DPR. For example, the
evaluation cost by algorithm Greedy_multiQ is 58 percent
of that by algorithm Heu_DPR. While we can see from
Figs. 8b and 8c that the average delay experienced by a
query and the average error bound of evaluation result of
the query by algorithm Greedy_multiQ are much higher

Fig. 5. The impact of the maximum delay requirement of a single query
on the algorithmic performance.

Fig. 6. The impact of the lowest error bound of a single query on the
algorithmic performance.

Fig. 7. The performance of different algorithms for multiple queries.

Fig. 8. The impact of the maximum number of datasets of queries on the
algorithmic performance.
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than those by algorithm Heu_DPR. For example, the average
delay and the average error bound by algorithm Greedy_-

multiQ are 2.3 and 5 times higher than those by algorithm
Heu_DPR. We can also see that the evaluation costs of both
algorithms do not vary too much when the maximum num-
ber of datasets grows. The reason is that both algorithms
consider the assignment of multiple queries, and later
assigned queries can use the samples that are already
placed by earlier assigned queries. Although the maximum
number of datasets of each query is increasing, most of their
samples may already have been placed to evaluate early
assigned queries, thereby saving the storage, transmission,
and update costs. Similarly, the average delay and the aver-
age error bound of a query do not change too much with
the growth of the maximum number of datasets, as shown
in Figs. 8b and 8c, respectively.

We third study the impact of the maximum delay
requirement of queries on the performance of algorithms
Heu_DPR and Greedy_multiQ, by varying it from 550 to
950 ms and fixing the number of datacenters to 20. From
Figs. 9a and 9c, it can be seen that although algorithm
Heu_DPR obtained a higher evaluation cost than algorithm
Greedy_multiQ, it delivers an evaluation result with
much lower average error bound compared with Greed-

y_multiQ. For example, the evaluation cost by Heu_DPR is
1.28 times higher that that by Greedy_multiQ, but the
average error bound of query evaluation result by Heu_DPR

is 20 percent of that by Greedy_multiQ. The reason is that
a lower average error usually means larger volumes of sam-
ples, which incurs higher costs in processing, storing, trans-
mitting, and updating data. Also, the evaluation cost is
increasing with the growth of the maximum delay require-
ment of a query as shown in Fig. 9a, the argue is similar as
that for Fig. 5a. Furthermore, due to the fact that smaller
volumes of samples are processed by algorithm Greedy_-

multiQ, it has a lower average delay as shown in Fig. 9b.
We finally evaluate the impact of the lowest error bound

of samples on the performance of algorithms Heu_DPR and
Greedy_multiQ through varying it from 0.05 to 0.15.

From Figs. 10a and 10c, a clear trade-off between the evalua-
tion cost and the lowest error bound can be seen. Also, in
general the evaluation costs by algorithms Heu_DPR and
Greedy_multiQ decrease with the increase of the maxi-
mum error bound from 0.05 to 0.125. The rationale is that
with the growth of the lowest error bound of samples, sam-
ples with smaller sizes need to be processed and transmit-
ted. However, the evaluation cost increases suddenly when
the lowest error bound increases from 0.125 to 0.15. This is
because with the growth of the lowest error bound of a sam-
ple, queries will be less likely to use it, as the average error
bound needs to be minimized as well. Therefore, the sam-
ples with higher error bounds have a high probability of not
being used by later queries, thereby increasing the storage
cost of storing the needed samples with lower error bounds.

5.4 Performance Evaluation in a Real Test-Bed

We now evaluate the performance of the proposed algo-
rithms in a real test bed, the test bed is composed of virtual
machines, a local server cluster, and a controller. The virtual
machines are located at different locations and provided by
a cloud service provider, while the controller is responsible
for executing the proposed algorithms

Test-Bed Settings. As shown in Fig. 11, we lease a number
of virtual machines (VMs) at locations San Francisco, New
York, Toronto, and Singapore from cloud service provider
DigitalOcean [12]. It must be mentioned that since we focus
on the inter-datacenter scheduling of approximate queries,
we use 10 VMs to represent a datacenter in the distributed
cloud network G. Although the scale of each node in this
test-bed can not be comparable to a large-scale datacenter,
the implementation can be easily extended to a test-bed
with large-scale computing nodes. In addition, we imple-
mented a Container-based local cluster that consists of 8
servers, each server has an i7 quad-core, 8 Gigabyte mem-
ory. There is also an software defined network (SDN) con-
troller implemented in a server with 24-core Intel Xeon
Glod processor and 128 GB memory. The proposed algo-
rithms are implemented as Java programs in the controller.

Datasets, Samples, and Approximate Queries. The data used
in the experiment is mobile application usage information
from 3,000 anonymous mobile users for a period of three
months. We divide the data into a number of datasets
according to the data creation time, and randomly distribute
the datasets into the datacenters of the test-bed. Each data-
set is sampled using stratified sampling, specifically, each
dataset is divided into several groups, called strata, then a

Fig. 9. The impact of the maximum delay requirement of multiple queries
on the algorithmic performance.

Fig. 10. The impact of the lowest error bound of multiple queries on the
algorithmic performance.

Fig. 11. The topology of the test-bed with leased VMs, a local server
cluster, and a local SDN controller.
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probability sample is drawn from each group. Approximate
queries are issued to find some evaluation results: such as
the most popular applications, at what time the found appli-
cations would be used in future, and the usage pattern of
some mobile applications, etc.

Results. We evaluate the performance of the proposed
algorithms Appro_DPR and Heu_DPR against benchmarks
Greedy and Greedy_multiQ, respectively. Due to page
limits, we here put only two sets of figures as illustrated in
Fig. 12. From Figs. 12a and 12b we can see that, algorithm
Appro_DPR outperforms algorithm Greedy by delivering
much lower evaluation cost and average delay for an
approximate query. The average error bound of evaluation
results by algorithm Appro_DRP is slightly lower than that
of algorithm Greedy as depicted in Fig. 12c; however, the
gap increases as the number of datasets required by a query
grows. From Figs. 12d and 12e, we can see that although the
evaluation cost and average delay by Heu_DPR are higher
than those by Greedy_multiQ, the average error bound of
evaluation results is much lower than that by Greedy_-

multiQ as shown in Fig. 12f.

6 RELATED WORK

Several studies of data placement and query evaluation have
been conducted in the past [1], [7], [8], [15], [16], [17], [19],
[23], [25], [27], [28], [30], [31], [32], [33], [34], [35], [37]. Most of
these studies either did not take into consideration data repli-
cations of generated big data [15], [16], [23], [31] or did not
incorporate the QoS requirements of users into account [7],
[15], [17], [18], [19], [30], [31]. Few of them only considered
the transmission cost while neglecting other costs [17], [18].
For example, Baev et al. [7] considered a problem of placing
replicated data in arbitrary networks to minimize the total
storage and access cost. Golab et al. [15] studied a data place-
ment problem to determine where to store the data and
where to evaluate data-intensive tasks with a goal to mini-
mize the data transmission cost. Kayyoor et al. [17]

addressed a problem of minimizing average query span,
which is the number of servers involved in answering a
query. They ignored other costs and QoS requirements of
users [7], [15], [17], and did not consider data replica-
tions [15]. Agarwal et al. [1] proposed a data placement
mechanism Volley for geo-distributed cloud services to min-
imize the user-perceived latency. Xia et al. [31] considered a
big data management problem in distributed cloud environ-
ments to maximize the system throughput while minimizing
the operational cost of service providers. No data replica-
tions and QoS requirements of users have been addressed
in [1], [31]. Pu et al. [23] presented a system for low latency
geo-distributed analytics, which used an heuristic to redis-
tribute datasets among the datacenters prior to queries’
arrivals, and placed the queries to reduce network bottle-
necks during the query’s execution. Heintz et al. [16] studied
the tradeoff between a query response delay and the errors
of the query results in streaming analytics in an architecture
consisting of a single center and multiple edge servers. Xia
et al. [28] considered an online query evaluation problem for
big data analytics in distributed clouds, with an objective to
maximize the query acceptance ratio while minimizing the
transmission cost. They did not consider approximate query
evaluation that strives for a nontrivial trade-off between the
query and the error bounds of query results.

Some studies considered query evaluation or data sam-
ple problems [8], [16], [18], [19], [23], [25], [27]. For example,
Li et al. [19] proposed a similarity aware data analytics sys-
tem to minimize query completion time. No data samples
and approximate queries are studied. Shkapsky et al. [25]
implemented a system which is a recursive query language
implementation on Apache Spark for big data analytics.
Convolbo et al. [8] studied a problem where all jobs are sub-
mitted in a centralized global scheduler to be dispatched
among some geo-distributed datacenters for processing.
They assumed that the initial data locations and data repli-
cation strategy are given, and data analytic jobs can be
divided into multiple independent sub-jobs. They aimed to
minimize the average completion time needs to make
scheduling decisions. Xiao et al. [27] proposed a framework
that considered a problem of data movement, resource pro-
visioning, and Reduce selection, their objective is to mini-
mize the cost incurred by optimizing the amount of data
allocated to each datacenter, the number of resources
needed, and the datacenter for Reduce operation.

There are also some studies considered big data analysis
and query evaluation in systematic perspectives [21], [26].
For example, Mehta et al. [21] presented evaluations of
large-scale image analysis for which two real-world scien-
tific image data processing use cases were adopted. Five
representative systems, SciDB, Myria, Spark, Dask, and
TensorFlow are evaluated, the shortcomings that complicate
implementation or hurt performance are found, which lead
to new research opportunities in making efficient and easy
large-scale image analysis. This work contributed the first
comprehensive and quantitative evaluation of large-scale
image analysis systems. Upadhyaya et al. [26] developed an
optimizer that can automatically selects strategy for each
operator to minimize the total time to complete the query
given an expected number of failures. They also modeled
the processing and recovery times for some representative

Fig. 12. The performance of algorithms Appro_DPR and Greedy for a
single query, the performance of algorithms Heu_DPR and Greedy_-

multiQ for multiple queries in a real test bed.
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operators (e.g., relational operators, maps or reduces).
Authors in [29] considered a problem of data replication
and placement for query evaluation of big data analytics, a
heuristic algorithm for multiple queries is designed. How-
ever, the work did not consider that sometimes queries
arrive at the system one-by one and there is only one query
to be evaluated each time, and the work only evaluated the
proposed algorithms by simulations.

Unlike the aforementioned studies, in this paper we stud-
ied the QoS-aware data replication and placement problem
for query evaluation of big data analytics in distributed
cloud environments, where big data are located at different
locations and users have their QoS requirements in terms of
query delays, with the objective to minimize the evaluation
cost of all queries while meeting the QoSs of the users of
these queries. We aim to evaluate the queries as fast as possi-
ble while keeping the query result as accurate as possible, we
focus on the sample choice and placement on different data-
centers in a distributed cloud. Cases of both a single query
and multiple queries are considered, and the algorithms are
evaluated on a real testbed based on real datasets.

7 CONCLUSIONS

In this paper, we studied approximate query evaluation of
big data analytics in a distributed cloud, we formulated two
novel query optimization problems: QoS-aware data repli-
cation and placement problems for a single approximate
query and multiple approximate queries of big data analyt-
ics, respectively. Our aim is to minimize the query evalua-
tion cost, while meeting the query delay requirements and
computing resource capacity constraints of datacenters,
through efficient and effective data replication and place-
ment. To this end, we first devised an approximation algo-
rithm for evaluating a single approximate query. We then
proposed a fast yet scalable heuristic for multiple approxi-
mate query evaluation by reducing the problem to an
unsplittable multicommodity flow problem. We finally
evaluated the performance of the proposed algorithms
through both experimental simulations and implementa-
tions in a test-bed. Experimental results demonstrate that
the proposed algorithms are promising.
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