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**Abstract**  
The influence maximization problem in a large-scale social network is to identify a few influential users such that their influence on the other users in the network is maximized, under a given influence propagation model. One common assumption adopted by two popular influence propagation models is that a user is more likely to be influenced if more of his/her friends have already been influenced. This assumption recently however was challenged to be over simplified and inaccurate, as influence propagation process typically is much more complex than that, and the social decision of a user depends more subtly on the network structure, rather than how many his/her influenced friends. Instead, it has been shown that a user is very likely to be influenced by structural diversities of his/her friends. In this paper, we first formulate a novel influence maximization problem under this new structural diversity model. We then propose a constant approximation algorithm for the problem. We finally evaluate the effectiveness of the proposed algorithm by extensive experimental simulations, using different real datasets. Experimental results show that the users identified from a social network by the proposed algorithm have much larger influence than that found by existing algorithms.
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1. Introduction

The last decade experienced the exponential growth of a variety of online social networks such as Facebook, Twitter, LinkedIn, etc [20]. A recent snapshot of the friendship network Facebook showed that there are over 1 billion users in it [14]. Not only are these social networks effective tools for people to connect their friends and share interests and backgrounds, but also they now become powerful information dissemination and marketing platforms to allow information, ideas, fads, and political opinions to spread to a large population economically via the so-called “word-of-mouth” exchanges [1,2,15,23,25,31,32,34,35]. For example, suppose that one company would like to market a new product and hopes the product will be adopted by a large fraction of users in a social network. To market the product economically, the company initially targets a few “influential” users in the network by giving them free product samples. These users then recommend the product to their friends, and some of their friends will accept the product and recommend the product to their friends,
and so on. As a result, this triggers a cascade of influence propagation and many users in the network will accept the product ultimately [21]. This marketing strategy usually is referred to as viral marketing. One well-known real story of viral marketing is the commercial success of the Hotmail company in the early 1990s, which made the company become the number-one e-mail provider within only 18 months [19]. Thus, a fundamental research topic in social network sciences is to effectively and efficiently identify a very few influential individuals in a large-scale social network for information diffusion.

In their seminal paper, Kempe et al. [21] formalized information diffusion in a large social network as the influence maximization problem, which is defined as follows: Given an integer \( k \) (as the budget), the problem is to find \( k \) “seeds” (i.e., source nodes) in the network such that the expected number of activated nodes eventually by these \( k \) seeds is maximized, assuming that an influence propagation model is given, where the activation of a node means that the node accepts the recommendation. Following their work, several studies have been conducted in the past several years [3–10,16–18,21,22,30,33]. Most of these studies adopt the two popular influence propagation models: the independent cascade model and the linear threshold model [8,21]. One common property of these two models is that for a given user, the more his/her friends recommend a product to the user, the more likely the user will accept the product and recommend the product to his/her friends. This influence propagation is similar to the epidemic diseases spread, i.e., the probability of a user being influenced monotonically grows with the number of his/her friends whom have already been affected. However, these two models have recently been challenged by Ugander et al. [28] to be overly simplified and thus inaccurate, as influence propagation process typically is more complex, and the social decision of a user depends more subtly on the network structure, rather than how many his/her influenced friends. Instead, they studied two influence propagation processes in Facebook: the process whereby a person joins Facebook in response to an invitation email from an existing Facebook user; and the process that a user becomes an engaged user after joining Facebook. They found through empirical analysis that the chance of a user accepting a recommendation is positively correlated with the number of connected components in the induced graph by the neighboring, rather than the number of neighbors, of the user, where each connected component represents a distinct social context of the user in the network and the multiplicity of social contexts is referred to as the structural diversity. They showed that a person is more likely to join Facebook if he/she receives more invitation emails from his/her friends with distinct social contexts, e.g., families, workmates, classmates, etc. On the other hand, surprisingly, they also demonstrated that once the number of connected components is controlled (or fixed), a person is less likely, rather than more likely, to join Facebook if more friends invite him/her. They concluded neither the number of friends inviting the user nor the number of connections among his/her friends will determine his/her acceptance probability. Instead, it is the number of connected components (structural diversity) derived by his/her neighbors that captures his/her acceptance probability. We term this model as the structural diversity model, which has been empirically demonstrated to be able to accurately capture the propagation progress of influence.

Motivated by the seminal work of Ugander et al. [28], in this paper we study the influence maximization problem under the structural diversity model, where the decision of a user depends on different groups of neighbors, rather than the number of neighbors. It thus poses a challenging problem, that is, how to incorporate the structural diversity of each user into the influence maximization problem. Existing algorithms for the problem under the two widely adopted influence propagation models thus are not applicable, and new algorithm is desperately needed. In this paper, we propose a probabilistic approximation algorithm for the problem under the structural diversity model. Interestingly, we show that the problem is equivalent to a slightly different influence maximization problem in an auxiliary graph under the independent cascade model. The contributions of the paper can be summarized as follows.

- We first formulate a novel influence maximization problem under the structural diversity model, in which a user is more likely to accept a recommendation if more his/her friends with distinct social contexts make the recommendation to the user.
- We then devise a \( (1 - \varepsilon) \)-approximation algorithm with probability \( 1 - \alpha \) for the problem, which takes \( O(e^{-\alpha^{-1} n^2 (m + n) k^3 \log k}) \) time, improving the time complexity \( O(e^{-n^2 (m + n) k^3 \log \frac{4k}{\alpha}}) \) of the state-of-the-art approximation algorithm by a factor of \( \alpha n \) [8] (pp.43), where \( e \) is the base of the natural logarithm, both \( \varepsilon \) and \( \alpha \) are given constants with \( 0 < \varepsilon < 1 \) and \( 0 < \alpha < 1 \), and \( n \) and \( m \) are the number of nodes and links in the social network, respectively.
- We finally evaluate the effectiveness of the proposed algorithm by extensive experimental simulations, using different real datasets. Experimental results show that the proposed algorithm outperforms existing algorithms.

The rest of the paper is organized as follows. Section 2 reviews related work. Section 3 introduces preliminaries and formulates the influence maximization problem under the structural diversity model. Section 4 devises a probabilistic approximation algorithm for the problem, and analyzes its time complexity, approximation ratio, and success probability. Section 5 empirically evaluates the proposed algorithm, and Section 6 concludes the paper and points out potential future work.

2. Related work

In this section, we review related work on the influence maximization problem under different influence propagation models. Domingos et al. [13,26] were the first to study the influence maximization problem as an algorithmic problem, and proposed an influence propagation model which specifies a joint distribution over all nodes’ behavior globally. Kempe
et al. [21] proposed two popular stochastic influence propagation models that can explicitly model the step-by-step dynamics of influence propagation progress: the Independent Cascade Model and the Linear Threshold Model. For a given social network, under the independent cascade model, each user $v$ is activated by one of his/her friends $u$ with an activation probability $p(u,v)$. Given $k$ chosen users in the social network, the influence propagation process proceeds as follows. Initially, each of the $k$ users accepts a product at time 0. Once user $u$ accepts the product but his/her friend $v$ has not yet accepted the product at time $t$, then user $u$ has a chance to recommend the product to user $v$. and user $v$ will accept the product with a certain probability $p(u,v)$ at time $t + 1$. Thus, the more friends of user $v$ recommend the product to the user, the more likely he/she will accept the product. On the other hand, under the linear threshold model, each user $v$ is activated by one of his/her friends $u$ with an influence weight $w(u,v) \in [0, 1]$ so that $\sum_{v: \text{friend of } v} w(u,v) \leq 1$. Furthermore, each user $v$ chooses a threshold $\theta_v$ uniformly from the interval $[0, 1]$. If a user $v$ has not accepted the product at time $t$, and the sum of the influence weights of his/her friends who have accepted the product so far is greater than the threshold $\theta_v$, then user $v$ accepts the product at time $t + 1$. Again, we can see that the more friends of user $v$ have accepted the product, the more likely that the sum of the influence weights of these friends is greater than the threshold $\theta_v$ of user $v$, and therefore the more likely user $v$ accepts the product. Chen et al. [9] extended the independent cascade model by taking the propagation deadline constraint into consideration, that is, a user will not recommend the product to his/her friends when $t \geq T$, where $T$ is a given deadline constraint. Wang et al. [33] investigated the problem of selecting seeds to maximize their influence within a given budget, assuming that the costs of persuading different users to accept a product are different. Borg et al. [3] recently proposed a near-optimal time algorithm for the influence maximization problem under the independent cascade model, and Tang et al. [27] further incorporated heuristics to improve the time complexity without compromising the performance guarantee. On the other hand, there is a consensus among social scientists that a person who plays a bridge role between different communities can acquire more potential resources from these communities and has more control over the information that is being transmitted, and the person who develops relations with people from multiple communities are referred to as a structural hole spanner [25]. Rezvani et al. recently studied the problem of identifying top-$k$ structural hole spanners in large-scale social networks [25]. Despite that much progress has been made to address the influence maximization problem under the independent cascade model or the linear threshold model, the proposed algorithms in [3,27,33] are inapplicable to the problem under the structural diversity model, since under which the decision of a user depends on the social structures of different groups of neighbors, rather than the number of neighbors.

The mentioned influence propagation models only consider the influence propagation progress of a single product, there are other influence propagation models for multiple competitive products [5,18] (e.g., two brands of smartphones from two companies), where the influence propagation of each product will interfere with the influence propagations of the other products and each user will only accept at most one product at the end of their influence propagation processes. Budak et al. [5] proposed a multi-campaign independent cascade model by extending the independent cascade model, while He et al. [18] proposed a competitive linear threshold model by extending the linear threshold model.

3. Preliminaries

In this section, we first introduce the network model, then propose an influence propagation structural diversity model and define the influence maximization problem precisely, under the structural diversity model. We finally introduce submodular functions, the independent cascade model, and the live-edge graph model, which will be used later.

3.1. Network model

We model a social network as an undirected graph $G = (V,E)$, where $V$ is the set of nodes representing users and $E$ is the set of edges representing the friendships between users in the network. For each node $u \in V$, denote by $N^C(u)$ the set of its neighbors in $G$, i.e., $N^C(u) = \{v \mid v \in V, (u,v) \in E\}$. In the rest of the paper, we abbreviate $N^C(u)$ to $N(u)$ if no ambiguity arises.

Following the study by Ugander et al. [28], the probability of accepting a recommendation by a user monotonically grows with the number of connected components in the induced graph by his/her neighbors, rather than the number of his/her neighbors, where each connected component represents a distinct social context of the user, e.g., families, workmates, classmates, etc. For each node $u \in V$, let $G[N(u)]$ be the induced subgraph of $G$ by the neighbor set $N(u)$ of $u$, i.e., $G[N(u)] = (N(u), E_u)$, where $E_u = \{(v,w) \mid v,w \in N(u), (v,w) \in E\}$. Assume that graph $G[N(u)]$ consists of $n_u$ connected components. Denote by $N^j(u)$ the node set of the $j$th connected component in $G[N(u)]$, $1 \leq j \leq n_u$. The neighbor set $N(u)$ of node $u$ thus is partitioned into $n_u$ disjoint subsets $N_1(u), N_2(u), \ldots, N_{n_u}(u)$.

3.2. The structural diversity model and problem definition

Consider the spread of an idea in a social network $G$, each node of $G$ is in either one of two modes: active or inactive, which corresponds whether the node adopts the idea or not. Similar to one of the two influence propagation models in the seminal paper [21]: the Independent Cascade Model, we here consider a Structural Diversity Model with Independent Cascade (abbreviated to the Structural Diversity Model) as follows. Denote by $A_t$ the set of active nodes in $G$ at time $t$, $t = 0, 1, 2, \ldots$ Given an initial set of active nodes $A_0 \subseteq V$ at time 0, the influence propagates in discrete time, according to the following
randomized rule. At time \( t + 1 \), let \( A_{t+1} = A_t \) initially, which means that all active nodes before time \( t + 1 \) still are active at time \( t + 1 \). For each inactive node \( u \in V \setminus A_t \) and each connected component \( N(u) \) in the induced graph \( G[N(u)] \), node \( u \) is activated with probability \( p|N(u), u) \), if there is a node in \( N(u) \) that was activated at time \( t \) (i.e., \( N(u) \cap (A_t \setminus A_{t-1}) \neq \emptyset \)) and no other nodes in \( N(u) \) became active before time \( t \) (i.e., \( N(u) \cap A_{t-1} = \emptyset \)), where \( p \) is a given influence propagation probability function \( p : 2^V \times V \to [0, 1] \). If node \( u \) is successfully activated, \( u \) is added into \( A_{t+1} \). Note that only the very first activated nodes (multiple nodes can be activated at the same time) in \( N(u) \) have a single chance to activate node \( u \) and the other later activated nodes in \( N(u) \) do not have such a chance, since they are in the same connected component \( N(u) \) with these first activated nodes, thus have a similar social context. This influence propagation process continues until no inactive nodes become active.

Having the structural diversity model, we now define an influence maximization problem as follows. Given a social network \( G = (V, E) \), an integer \( k \) (as the budget), and an influence propagation probability function \( p : 2^V \times V \to [0, 1] \), the influence maximization problem in \( G \) under the structural diversity model is to identify \( k \) seed nodes such that the expected number of activated nodes eventually by the \( k \) nodes is maximized. The problem is NP-hard as it can be reduced from the well-known NP-hard set cover problem in polynomial time [21].

### 3.3. Submodular functions

In this subsection, we here introduce the notion of submodular functions, since the influence maximization problem can be cast as a submodular function maximization problem. Let \( U \) be a finite set and \( z \) be a real-valued function: \( z : 2^U \to \mathbb{R}^\geq 0 \), function \( z \) is a non-decreasing submodular function if and only if it has the following three properties.

1. \( z(\emptyset) = 0 \);
2. Non-decreasement: \( z(S) \leq z(T) \) for any two sets \( S, T \subseteq U \) with \( S \subseteq T \);
3. Diminishing return property (submodularity): \( z(S \cup \{v\}) - z(S) \geq z(T \cup \{v\}) - z(T) \) for any two sets \( S \) and \( T \) with \( S \subseteq T \subset U \) and \( v \in U \setminus T \).

### 3.4. The independent cascade model and the live-edge graph model

We first describe the independent cascade model [21]. Given a directed graph \( G' = (V', E') \), an activation probability function: \( p' : E' \to [0, 1] \), and a seed set \( S \subseteq V' \), the influence of set \( S \) propagates as follows. Let \( A_0 = S \). At time \( t + 1 \), let \( A_{t+1} = A_t \) initially. Then, for each inactive node \( v \in V' \setminus A_t \) and each node \( u \in N_0(v) \cap (A_t \setminus A_{t-1}) \), node \( u \) will activate node \( v \) with a probability \( p'(u, v) \), where \( N_0(v) \) is the incoming neighbor set of node \( v \) and \( (A_t \setminus A_{t-1}) \) is the set of nodes activated at time \( t \). If \( v \) is activated by node \( u \), it is added into \( A_{t+1} \). This process continues until \( A_{t+1} = A_t \) for some time \( t \).

We then describe the live-edge graph model [8] (pp.11–13). Given a directed graph \( G' = (V', E') \), an activation probability function: \( p' : E' \to [0, 1] \), and an initial seed set \( S \subseteq V' \), a subgraph \( H = (V', E'') \) of \( G' \) is randomly constructed. Specifically, for each edge \( e' \in E' \), edge \( e' \) is in \( E'' \) with a probability \( p'(e') \). Note that none of the edges in \( H \) is assigned an activation probability. Denote by \( d_H(u, v) \) the distance of the shortest path in \( H \) from node \( u \) to node \( v \), assuming that the length of each edge in \( H \) is one. If there is no any paths in \( H \) from node \( u \) to node \( v \), let \( d_H(u, v) = \infty \). Let \( d_H(S, v) \) be the shortest distance from nodes in \( S \) to node \( v \) in \( H \), i.e., \( d_H(S, v) = \min_{s \in S} d_H(s, v) \). Obviously, \( d_H(S, v) = 0 \) if node \( v \in S \). Denote by \( R_H(S, t) \) the set of reachable nodes from nodes in \( S \) in graph \( H \) within \( t \) hops, i.e., \( R_H(S, t) = \{v \in V' | d_H(s, v) \leq t\} \). Given an initial seed set \( S \subseteq V' \), the active node set under the live-edge graph model at time \( t \) is defined as \( R_H(S, t) \), where \( t = 0, 1, 2, \ldots \).

Chen et al. [8] (pp.13–14) showed the two influence propagation models introduced are equivalent following the following lemma.

**Lemma 1** [8]. Given a directed social network \( G' = (V', E'; p') \), the independent cascade model is equivalent to the live-edge graph model. Specifically, given a seed set \( S \), for each time \( t \) with \( t = 0, 1, 2, \ldots \) if \( A_t = R_H(S, 0) \), then for each inactive node \( u \in V' \setminus A_t \), the probability of node \( u \) being activated at time \( t + 1 \) under the independent cascade model is equal to the probability of node \( u \) reached at the \( (t + 1) \)th hop under the live-edge graph model, i.e., \( P[u \in A_{t+1}] = P[u \in R_H(S, t + 1)], \forall u \in V' \setminus A_t \).

### 4. Approximation algorithm

In this section, we first propose a probabilistic approximation algorithm for the influence maximization problem under the proposed structural diversity model. We then analyze the time complexity, approximation ratio, and success probability of the proposed algorithm.

#### 4.1. Algorithm

Our basic strategy is to first reduce the influence maximization problem in an undirected social network \( G \) under the structural diversity model to a slightly different influence maximization problem in another directed graph \( G' \) under the independent cascade model. We then show that an approximate solution to the latter in turn returns an approximate solution to the former.
Given a social network $G = (V, E)$ that is an undirected graph, the influence propagation probability function $p: 2^V \times V \rightarrow [0, 1]$, and the structural diversity model, we construct an auxiliary directed graph $G' = (V \cup C, E'; p')$ as follows. For each node $u \in V$ of $G$, recall that $N(u)$ is the neighbor set of node $u$ in $G$ and the induced graph $G[N(u)]$ by $N(u)$ consists of $n_u$ connected components $N_1(u), N_2(u), \ldots, N_{n_u}(u)$, where connected component $N_j(u)$ can activate node $u$ with a probability $p(N_j(u), u)$, $1 \leq j \leq n_u$, illustrated in Fig. 1 (a). We add $n_u$ component nodes $c_1, c_2, \ldots, c_{n_u}$ to the node set $C$ in graph $G'$, where node $c_j$ represents the connected component $N_j(u)$. There is a directed edge in $E'$ from node $c_j$ to node $u$ with activation probability $p'(c_j, u) = p(N_j(u), u)$, $1 \leq j \leq n_u$. For a node $v_i \in N(u)$ contained in $N_j(u)$, we add a directed edge from node $v_i$ to component node $c_j$ with activation probability one. Fig. 1 (b) illustrates such a construction. Thus, the node set $V \cup C$ of $G'$ consists of two types of nodes: individual nodes in $V$ representing individual users and component nodes in $C$ representing the connected components induced by the neighbor sets of the nodes in $G$. Given a seed set $S \subseteq V$, denote by $A_t$ the set of active nodes in $G$ under the structural diversity model at time $t$, and denote by $A_t'$ the set of active nodes in $G'$ under the independent cascade model at time $t$, where $t = 0, 1, 2, \ldots$.

There is an interesting phenomenon about the influence propagation progress in $G'$ under the independent cascade model. That is, individual nodes in $G'$ can be activated only by component nodes, not by individual nodes, since there are no edges in $G'$ between individual nodes, and vice versa. Given an initial seed set $S \subseteq V$, recall that $A_t'$ is the set of active nodes in $G'$ under the independent cascade model at time $t$, where $t = 0, 1, 2, \ldots$. Initially, $A_0' = S$. We observe that only individual nodes are activated at time $t = 0, 2, 4, \ldots$ while only component nodes are activated at time $t = 1, 3, 5, \ldots$, i.e., $(A_t' \setminus A_{t-1}') \subseteq V$ if $t$ is an even number, and $(A_t' \setminus A_{t-1}') \subseteq C$ otherwise.

Having graphs $G = (V, E; p : 2^V \times V \rightarrow [0, 1])$ and $G' = (V \cup C, E'; p' : C \times V \rightarrow [0, 1])$, we show that the structural diversity model in $G$ is equivalent to the independent cascade model in $G'$ by the following theorem.

**Theorem 1.** The structural diversity model in $G$ is equivalent to the independent cascade model in $G'$. Specifically, given a seed set $S \subseteq V$, for each time $t = 0, 1, 2, \ldots$, if $A_t = A_{t-1}' \cap V$, where $A_{t-1}' \cap V$ is the set of active individual nodes in $G'$ at time $2j$ and $0 \leq j \leq t$, then for each inactive node $u \in V \setminus A_t$, the probability of node $u$ in $G$ being activated under the structural diversity model at time $t + 1$ is equal to the probability of node $u$ in $G'$ being activated under the independent cascade model at time $2(t+1)$, i.e., $P[u \in A_{t+1}] = P[u \in A_{2(t+1)}']$, $\forall u \in V \setminus A_t$.

**Proof.** Consider any inactive node $u \in V \setminus A_t$, we calculate $P[u \in A_{t+1}]$ as follows. Recall that the induced graph $G[N(u)]$ by the neighbor set $N(u)$ of node $u$ consists of $n_u$ connected components $N_1(u), N_2(u), \ldots, N_{n_u}(u)$. Let $N(u)$ be the set of these $n_u$ connected components. We partition the $n_u$ connected components into three groups $N_D^G, N_S^G, N_F^G$ (letters ‘O’, ‘F’, and ‘T’ represent words ‘Outdated’, ‘Fresh’, and ‘Inactive’, respectively), where a connected component $N_j(u)$ is in group $N_D^G$ if some nodes in $N_j(u)$ were activated before time $t$ (i.e., $N_D^G = \{N_j^G(u) \mid N_j^G(u) \cap A_{t-1} \neq \emptyset\}$), $N_S^G$ is in group $N_F^G$ if none nodes in $N_j(u)$ were activated before time $t$ and some nodes in $N_j^G(u)$ are activated at time $t$ (i.e., $N_S^G = \{N_j^G(u) \mid N_j^G(u) \cap A_{t-1} = \emptyset\}$), and $N_F^G$ is in group $N_F^G$ if every node in $N_j^G(u)$ is inactive at time $t$ (i.e., $N_F^G = \{N_j^G(u) \mid N_j^G(u) \cap A_t = \emptyset\}$). Following the structural diversity model, for each connected component $N_j^G(u)$, only the first activated nodes in it have a chance to activate node $u$ with a probability $p(N_j^G(u), u)$. Thus, only the connected components in $N_S^G$ can activate node $u$ at time $t + 1$. Therefore, the probability of node $u$ being activated at time $t + 1$ is $P[u \in A_{t+1}] = 1 - \prod_{N_j^G(u) \cap A_t \neq \emptyset} (1 - p(N_j^G(u), u))$.

The rest is to calculate the probability of node $u$ in $G'$ being activated under the independent cascade model at time $2(t+1)$. Let $N_D^{G'}(u)$ be the incoming neighbor set of node $u$ in $G'$. Following the construction of $G'$, each node in $N_D^{G'}(u)$ in $G'$ is a component node and each component node $c_j$ corresponds to a connected component $N_j^G(u)$ in $G$, see Fig. 1 (b). It is obvious that $|N_D^{G'}(u)| = n_u$. For each component node $c_j \in N_D^{G'}(u)$, let $N_j^{G'}(c_j)$ be the incoming neighbor set of node $c_j$ in $G'$. Then, each node in $N_D^{G'}(c_j)$ is an individual node. Similarly, we further partition the set $N_D^{G'}(u)$ into three subsets $N_S^{G'}, N_F^{G'},$ and $N_D^{G'}$, where a component node $c_j \in N_D^{G'}(u)$ is in set $N_D^{G'}$ if some nodes in $N_D^{G'}(c_j)$ were activated before time $2t$ (i.e.,...
Given estimate $\alpha < (1−\epsilon)/(\epsilon−1)$, we refer to Algorithm 1, which proceeds as follows. Initially, $S = \emptyset$. It then performs $k$ iterations to find a $k$-seed set. Within iteration $i$, it invokes a subroutine Algorithm 2 to compute the approximate influence $\hat{f}(S \cup \{i\})$ for each individual node $i \in V \backslash S$, by performing Monte Carlo simulations $L_i = \lceil \epsilon^2 / k(2k+2)^2 \rceil$ times. It then selects a node $k_{\text{max}}$ with the maximum approximate influence $\hat{f}(S \cup \{i\})$ among nodes in $V \backslash S$, and add node $k_{\text{max}}$ to $S$.

4.2. Identifying the next seed

Let $S$ be the selected seed set so far with $|S| < k$, we show how to efficiently calculate the approximate influence $\hat{f}(S \cup \{i\})$ for each individual node $i \in V \backslash S$, using Monte Carlo simulations $L$ times, and then add a node $u_{\text{max}} \in V \backslash S$ with the maximum approximate influence $\hat{f}(S \cup \{u_{\text{max}}\})$ to set $S$. In the following, we start with a simple strategy for the computation of $\hat{f}(S \cup \{i\})$ for each node $i \in V \backslash S$, and we then present a novel algorithm for the calculation.
We present the simple strategy first. For each Monte Carlo simulation among the L times, we simulate the influence propagation process in \(G'\) under the live-edge graph model, rather than the independent cascade model, due to their equivalence by Lemma 1. Given a graph \(G' = (V \cup C, E'; p')\), and a seed set \(S' \subseteq V\), Kempe et al. [21] showed that we can simulate the influence propagation process in \(G'\) under the live-edge graph model as follows. We first construct a directed graph \(H = (V \cup C, E')\). For each edge \(e' \in E'\) with an activation probability \(p'(e')\), we add edge \(e' \in E''\) with probability \(p'(e')\). Having the constructed graph \(H\), we obtain a sample value of \(f(S' \cup \{u\})\) by calculating the number of reachable individual nodes in \(H\) from nodes in \(S' \cup \{u\}\). Denote by \(R_{H}(S' \cup \{u\})\) and \(R_{H}^{I}(S' \cup \{u\})\) the set of reachable nodes (including individual nodes and component nodes) and reachable individual nodes in \(H\) from the nodes in \(S' \cup \{u\}\), respectively. i.e., \(R_{H}(S' \cup \{u\}) = \{v | v \in V \cup C, \text{ there is a directed path in } H \text{ from a node } w \in S' \cup \{u\} \text{ to } v\}\) and \(R_{H}^{I}(S' \cup \{u\}) = \{v | v \in V, \text{ there is a directed path in } H \text{ from a node } w \in S' \cup \{u\} \text{ to } v\}\). The calculation of \(R_{H}(S' \cup \{u\})\) can be done by performing a Depth-First Search (DFS) in \(H\). Then, \(R_{H}^{I}(S' \cup \{u\}) = R_{H}(S' \cup \{u\}) \cap V\). To estimate the value of \(f(S' \cup \{u\})\), we independently construct \(L\) auxiliary graphs \(H_{1}, H_{2}, \ldots, H_{L}\) like constructing the graph \(H\), and compute \(R_{H_{j}}^{I}(S' \cup \{u\})\) in each graph. We approximate \(f(S' \cup \{u\})\) with \(\hat{f}(S' \cup \{u\}) = \frac{\sum_{j=1}^{L} R_{H_{j}}^{I}(S' \cup \{u\})}{L}\). The total running time of calculating \(\hat{f}(S' \cup \{u\})\)s for nodes in \(V \setminus S\) is \(|V \setminus S| \cdot (\alpha c_{c} + m_{c}) = O(n L(n c_{c} + m_{c}))\), where \(|V \setminus S| \leq |V|\).}

We then show how to improve the computational efficiency of the simple strategy, by adopting a batch estimation technique. We consider the \(L\) graphs \(H_{1}, H_{2}, \ldots, H_{L}\) one by one. For each graph \(H_{j} = (V \cup C, E'_{j})\), we compute the number of reachable nodes \(R_{H_{j}}^{I}(S \cup \{u_{1}\}), R_{H_{j}}^{I}(S \cup \{u_{2}\}), \ldots, R_{H_{j}}^{I}(S \cup \{u_{n-1}\})\) from the sets \(S \cup \{u_{1}\}, S \cup \{u_{2}\}, \ldots, S \cup \{u_{n-1}\}\), respectively, in a batch way, where \(u_{l} \in V \setminus S, 1 \leq l \leq n - s\), and \(n - s = |V \setminus S|\). For graph \(H_{j} = (V \cup C, E'_{j})\), we first perform a DFS traversal on \(H_{j}\) to find the set of reachable nodes \(R_{H_{j}}(S)\) from seed set \(S\). Then, \(R_{H_{j}}^{I}(S) = R_{H_{j}}(S) \cap V\). We remove the nodes in \(R_{H_{j}}(S)\) and their incident edges from graph \(H_{j}\) and obtain a residual graph \(H'_{j}\). We note that

\[
R_{H_{j}}^{I}(S \cup \{u\}) = \begin{cases} R_{H_{j}}^{I}(S), & \forall u \in R_{H_{j}}^{I}(S) \\ R_{H_{j}}^{I}(S) + R_{H_{j}}^{I}(u), & \forall u \in V \setminus R_{H_{j}}^{I}(S) \end{cases}
\]
We thus only need to calculate $|R_{H^*_j}(u)|$ for each node $u \in V \setminus R_{H^*_j}(S)$ in graph $H^*_j$ as follows.

We first find all strongly connected components (SCCs) in $H^*_j$. We then collapse each SCC into a supernode with a node weight $\rho(u^*)$ being the number of individual nodes in it. As a result, we obtain a directed acyclic graph (DAG) $H''_j = (V''_j ; E^*_j; \rho)$. Notice that the size of the collapsed graph $H''_j$ usually is much smaller than that of the original graph $H^*_j$. Chen et al. [10] showed one important property relating to graphs $H^*_j$ and $H''_j$ that, if each node $u \in H^*_j$ has been collapsed to a node $u^* \in H''_j$, then

$$|R_{H''_j}(u)| = \sum_{u^* \in R_{H''_j}(u)} \rho(u^*).$$

(2)

Note that we only need to calculate $\sum_{u^* \in R_{H''_j}(u)} \rho(u^*)$ for each node $u^*$ in $H''_j$ with a positive weight, since each individual node $u$ in $H^*_j$ must be collapsed into a node $u^*$ in $H''_j$ with weight $\rho(u^*) > 0$. We finally calculate the value $\sum_{u^* \in R_{H''_j}(u)} \rho(u^*)$ for each node $u^*$ in $H''_j$ by performing a DFS starting from node $u^*$. We refer to this algorithm as Algorithm 2 whose description is in the following.

4.3. Algorithm Analysis

In the following we analyze the performance of Algorithm 1, including its time complexity, approximation ratio, and success probability.

4.3.1. Analysis of the time complexity

Given a social network $G = (V, E)$ with $n = |V|$ and $m = |E|$, recall that $G' = (V \cup C, E')$ is the directed graph derived from $G$. Let $n_{G'} = |V | \cup |C|$ and $m_{G'} = |E'|$. We start by the following lemma.

Lemma 2. The number of nodes and the number of edges in graph $G'$ are no more than $n + 2m$ and $4m$, respectively. Moreover, graph $G'$ can be constructed in time $O(d_{\text{max}} \cdot m)$, where $d_{\text{max}}$ is the maximum node degree among the nodes in $G$.

Proof. Let $d_u$ be the node degree of a node $u$ in $G$. It is obvious that $\sum_{u \in V} d_u = 2m$. For each node $u \in V$, recall that the induced subgraph $G[N(u)]$ by the neighbor set $N(u)$ of node $u$ contains $n_u$ connected components. Clearly, $n_u \leq d_u$. Since we add $n_u$ component nodes into $C$, the number of nodes in $V \cup C$ is $| V \cup C | = | V | + | C | = n + \sum_{u \in V} n_u \leq n + \sum_{u \in V} d_u = n + 2m$. The number of edges in $E'$ is $|E'| = \sum_{u \in V} (n_u + d_u) \leq 2 \sum_{u \in V} d_u = 4m$.

The time complexity of the construction of graph $G'$ is as follows. Let $d_{\text{max}} = \max_{u \in V} (d_u)$. For each node $u \in V$, the induced subgraph $G[N(u)]$ by the neighbor set $N(u)$ of node $u$ can be constructed in time $O(d_u \cdot d_{\text{max}})$ while the $n_u$ connected components can be found in time $O(d_u \cdot d_{\text{max}})$, by performing DFS traversals on $G[N(u)]$. Therefore, $G'$ can be constructed in time $\sum_{u \in V} O(d_u \cdot d_{\text{max}}) = O(d_{\text{max}} \cdot m)$. Note that $d_{\text{max}} \leq n$ in most real-world social networks.

We then show the time complexity of Algorithm 1 by the following lemma.

Lemma 3. Given a social network $G = (V, E)$, an activation probability function $p$: $2^V \times V \rightarrow [0, 1]$, an integer $k$, and two constants $\epsilon$ and $\alpha$ with $0 < \epsilon < 1$ and $0 < \alpha < 1$, the time complexity of Algorithm 1 for the influence maximization problem in $G$ is $O(\epsilon^{-2} G^{-1} n^2 (m + n)k^3 \log k)$, which improves by a factor of $\alpha n$ of the time complexity $O(\epsilon^{-2} k^3 (m + n)k^3 \log (nk/\alpha))$ of the state-of-the-art approximation algorithm[8] (pp.43), where $n = |V|$ and $m = |E|$.

Proof. We first show that the time complexity of Algorithm 2 is $O(\ln(n_{G'} + m_{G'}))$. Since Algorithm 2 performs $L$ times of Monte Carlo simulations, we only analyze the running time of one Monte Carlo simulation. Within iteration $j$, the total running time of constructing graph $H_j = (V \cup C, E'_j)$, finding the set $R_{H_j}(S)$, constructing graph $H'_j$ from $H_j$, finding all SCCs in $H'_j$, and constructing graphing $H''_j = (V''_j, E''_j; \rho)$ from $H'_j$ is $O(n_{G'} + m_{G'})$. Then, for each node $u^*_i$ in $V''_j$ with weight $\rho(u^*_i) > 0$, we perform a DFS traversal, starting from node $u^*_i$. Since $\rho(u^*_i) > 0$ means that as least one individual node in $H^*_j$ has been collapsed to node $u^*_i$ in $H''_j$, the number of nodes in $H''_j$ with weight $\rho(u^*_i) > 0$ is no more than the number of individual nodes in $V$. We thus perform no more than $|V| = n$ DFS traversals on graph $H''_j$. In summary, the time complexity of Algorithm 2 is $L \cdot O(n_{G'} + m_{G'}) + n(n_{G'} + m_{G'})O(\sum_{i=1}^{k} \epsilon^{-2} \alpha^{-1} k(2k + \epsilon^2) n/(2i)) = O(\epsilon^{-2} G^{-1} n^2 (m + n)k^3 \log k)$, since $O(n_{G'} + m_{G'}) = O(n + m)$ and $\sum_{i=1}^{k} 1/i = O(\log k)$ by [11].

4.3.2. Analysis of the approximation ratio

We now show that the approximation ratio of Algorithm 1 is $(1 - 1/\epsilon - \epsilon)$ with probability $1 - \alpha$, where $0 < \alpha < 1$. Given graph $G' = (V \cup C, E'; p)$, we first show that the influence function $f(S)$ is a non-decreasing submodular function, we then show the approximation ratio.
Lemma 4. Given a directed graph $G' = (V \cup C:E'; p')$, define the value of function $f(S)$ as the expected number of activated individual nodes eventually in $G'$ at the end of influence propagation process by a seed set $S \subseteq V$ under the independent cascade model. Then, function $f(S)$ is a non-decreasing submodular function.

Proof. It is obvious that $f(\emptyset) = 0$ and $f(S) \leq f(T)$ for any two seed sets $S, T \subseteq V$ with $S \subseteq T$. We only need to show that $f(S \cup \{u\}) - f(S) \geq f(T \cup \{u\}) - f(T)$ for any two seed sets $S, T \subseteq V$ with $S \subseteq T$ and each node $u \in V \setminus T$.

We first calculate the influence $f(S)$ of a seed set $S \subseteq V$ as follows. Let $G' = (G'_1, G'_2, \ldots, G'_q)$ be the set of different subgraphs of $G'$ with the same node set $V \cup C$, where $1 \leq j \leq q$, $q = 2m_{G'}$ and $m_{G'} = \vert E' \vert$. Following the live-edge graph model, we construct an auxiliary directed graph $H = (V \cup C:E'')$ from $G' = (V \cup C:E'; p')$ as follows. For each edge $e' \in E''$ with an activation probability $p'(e')$, we add an edge $e''$ in $E''$ with probability $p'(e')$. Note that $H$ must be a graph in $G'$. Define $P(H = G'_j)$ as the probability of $H = G'_j$, where $1 \leq j \leq q$. Denote by $R_{G'_j}(S)$ and $R_{G'_j}^v(S)$ the set of reachable nodes and reachable individual nodes from the seed set $S$ in graph $G'_j$, respectively. Let $f'(S)$ be the expected number of active nodes (including component nodes and individual nodes) eventually in $G'_j$ by seed set $S$ under the independent cascade model. Due to the equivalence of the independent cascade model and the live-edge graph model, Kempe et al. [21] showed that $f'(S) = \sum_{S \subseteq G'} P(H = G'_j) \cdot |R_{G'_j}^v(S)|$. Similarly, we have $f(S) = \sum_{S \subseteq G'} P(H = G'_j) \cdot |R_{G'_j}^v(S)|$.

We then show that $|R_{G'_j}^v(S)|$ is a submodular function in each subgraph $G'_j$. For any two seed sets $S, T \subseteq V$ with $S \subseteq T$ and each node $u \in V \setminus T$, consider any node $v \in R_{G'_j}(T \cup \{u\}) \setminus R_{G'_j}(T)$, i.e., node $v$ is reachable from node $u$ but not reachable from the nodes in $T$. Since $S$ is a subset of $T$, then node $v$ is reachable from node $u$ but not reachable from the nodes in $S$. We thus have $v \not\in R_{G'_j}(S \cup \{u\}) \setminus R_{G'_j}(S)$. Therefore, $|R_{G'_j}(T \cup \{u\}) \setminus R_{G'_j}(T)| \leq |R_{G'_j}(S \cup \{u\}) \setminus R_{G'_j}(S)|$, i.e., $|R_{G'_j}(T \cup \{u\})| - |R_{G'_j}(T)| \leq |R_{G'_j}(S \cup \{u\})| - |R_{G'_j}(S)|$, and the function $|R_{G'_j}^v(S)|$ thus is a submodular function. Since $f(S)$ is a non-negative linear combination of submodular functions, $f(S)$ is a submodular function, too. □

The analysis of the approximation ratio of Algorithm 1 proceeds as follows. Let $S = \{u_1, u_2, \ldots, u_k\}$ be the solution delivered by Algorithm 1 and individual node $u_i$ is chosen at iteration $i$ by the algorithm. Let $S_0 = \emptyset$ and $S_i = \{u_1, u_2, \ldots, u_i\}$, $1 \leq i \leq k$. Note that following Algorithm 1, we have $u_i = \arg\max_{v \in S_{i-1}} \{f(S_{i-1} \cup \{v\})\}$. Let $\tilde{u}_i = \arg\max_{v \in S_{i-1}} \{f(S_{i-1} \cup \{v\})\}$. Let $S_{i-1} \cup \{\tilde{u}_i\} \subseteq S_{i-1} \cup \{u_i\}$, respectively, i.e., $(\tilde{f}(S_{i-1} \cup \{\tilde{u}_i\}) - f(S_{i-1} \cup u_i)) - f(S_{i-1} \cup \{u_i\})) \leq \delta \cdot f(S_{i-1} \cup \{u_i\})$ for every $i$ with $1 \leq i \leq k$. Under this assumption, Chen et al. [8] (pp.41–43) showed that the approximation ratio of Algorithm 1 is $(1 - 1/e - \varepsilon)$, by the following lemma.

Lemma 5 [8]. Given the graph $G' = (V \cup C:E'; p')$ derived from $G$, an integer $k$, and an error ratio $\varepsilon$ with $0 < \varepsilon < 1$, let $\delta = \varepsilon/(2k + \varepsilon)$. If both approximate influences $\hat{f}(S_{i-1} \cup \{u_i\})$ and $\hat{f}(S_{i-1} \cup \{\tilde{u}_i\})$ of $f(S_{i-1} \cup \{u_i\})$ and $f(S_{i-1} \cup \{\tilde{u}_i\})$ are $\delta$-error estimates for each $i$ with $1 \leq i \leq k$, then Algorithm 1 for the influence maximization problem in $G'$ delivers an approximate solution with an approximation ratio of $(1 - 1/e - \varepsilon)$ under the independent cascade model.

4.3.3. Analysis of the success probability

Following Lemma 5, the claim that Algorithm 1 is a $(1 - 1/e - \varepsilon)$ approximation algorithm is based on the assumption of the values that the values $\hat{f}(S_{i-1} \cup \{u_i\})$ and $\hat{f}(S_{i-1} \cup \{\tilde{u}_i\})$ are $\delta$-error estimates of the values $f(S_{i-1} \cup \{u_i\})$ and $f(S_{i-1} \cup \{\tilde{u}_i\})$ for every $i$ with $1 \leq i \leq k$. In the following we derive a probabilistic algorithm with the same approximation ratio by removing this assumption.

Let $Z_i$ (or $\tilde{Z}_i$) be a random variable with $Z_i = 1$ (or $\tilde{Z}_i = 1$) if and only if the value $\hat{f}(S_{i-1} \cup \{u_i\})$ (or $\hat{f}(S_{i-1} \cup \{\tilde{u}_i\})$) is a $(\delta = \varepsilon/(2k + \varepsilon))$-error estimate of the value $f(S_{i-1} \cup \{u_i\})$ (or $f(S_{i-1} \cup \{\tilde{u}_i\})$); otherwise $Z_i = 0$ (or $\tilde{Z}_i = 0$) for every $i$ with $1 \leq i \leq k$. We show that the probability $P(Z_1 = 1, Z_2 = 1, \ldots, Z_k = 1)$ is no less than $1 - \alpha$. Then, Algorithm 1 achieves an approximation ratio of $(1 - 1/e - \varepsilon)$ with probability $1 - \alpha$ by Lemma 5.

We show that $P(Z_1 = 1) \geq 1 - \beta$ and $P(Z_1 = 1) \geq 1 - \beta$ for every $i$ with $1 \leq i \leq k$, where $\beta = \alpha/2k$. Following Algorithm 1, within iteration $i$, it computes the approximate influence $\hat{f}(S_{i-1} \cup \{u_i\})$ for every node $u \in V \setminus S_{i-1}$, including the nodes $u_i$ and $\tilde{u}_i$, by performing $L_i = \lceil e^{-2\alpha/\theta}k(2k + \varepsilon)^2n/(2i) \rceil$ Monte Carlo simulations. Recall that $\delta = \varepsilon/(2k + \varepsilon)$ and $\beta = \alpha/2k$. We thus have $L_i \leq e^{-2\alpha/\theta}k(2k + \varepsilon)^2n/(2i) = n/(4i\delta^2\beta)$. Note that $|S_{i-1} \cup \{u_i\}| = |S_{i-1} \cup \{\tilde{u}_i\}| = i$. We show that $P(Z_1 = 1) \geq 1 - \beta$ and $P(Z_1 = 1) \geq 1 - \beta$ by the following lemma.

Lemma 6. Given graph $G' = (V \cup C:E'; p')$, a seed set $S \subseteq V$ with $S \neq \emptyset$ and $|S| = s$, an error ratio $\delta$ with $0 < \delta < 1$, and a probability $1 - \beta$ with $0 < \beta < 1$, we consider $L$ times independent Monte Carlo simulations in $G'$ to simulate the influence propagation process under the independent cascade model with the same seed set $S$. Let $Y_i$ be the number of active individual nodes in $G'$ in the $i$th Monte Carlo simulation, where $1 \leq i \leq L$. Let $\bar{Y}_L = (\sum_{i=1}^{L} Y_i)/L$. Assume that $\mu = E[Y_1] = E[Y_2] = \cdots = E[Y_L]$ is the expected value of the $L$ random variables. If $L \geq n/(4s\delta^2\beta)$, then the probability of the absolute difference between $\bar{Y}_L$ and $\mu$ being no more than $\delta \mu$ is no less than $1 - \beta$, i.e.,

$$P(|\bar{Y}_L - \mu| \leq \delta \mu) \geq 1 - \beta.$$ (3)
**Proof.** In the following, we first calculate the expectation and variance of random variable $\bar{Y}_L$, we then show that $P[|\bar{Y}_L - \mu| \leq \delta \mu] \geq 1 - \beta$. We observe that

$$E[\bar{Y}_L] = E \left[ \frac{\sum_{j=1}^{L} Y_j}{L} \right] = \frac{\sum_{j=1}^{L} E[Y_j]}{L} = L \cdot \frac{\mu}{L} = \mu.$$  

(4)

Assume that the variance of random variable $Y_1$ is $\sigma^2$, i.e., $\sigma^2 = \text{Var}[Y_1]$. It is obvious that $\sigma^2 = \text{Var}[Y_1] = \text{Var}[Y_2] = \cdots = \text{Var}[Y_L]$. The variance of random variable $\bar{Y}_L$ is

$$\text{Var}[\bar{Y}_L] = \text{Var} \left[ \frac{\sum_{j=1}^{L} Y_j}{L} \right] = \frac{\sum_{j=1}^{L} \text{Var}[Y_j]}{L^2} = L \cdot \frac{\sigma^2}{L^2} = \frac{\sigma^2}{L}.$$  

(5)

since random variables $Y_1, Y_2, \ldots, Y_L$ are independently and identically distributed.

To show that $P[|\bar{Y}_L - \mu| \leq \delta \mu] \geq 1 - \beta$, it is sufficient to show that $P[|\bar{Y}_L - \mu| \geq \delta \mu] \leq \beta$. We show that the latter inequality holds by the Chebyshev inequality. According to the Chebyshev inequality, we have

$$P[|\bar{Y}_L - \mu| \geq \delta \mu] = P[|\bar{Y}_L - E[\bar{Y}_L]| \geq \delta \mu] \leq \frac{\text{Var}[\bar{Y}_L]}{(\delta \mu)^2} = (1/L\delta^2) \cdot (\sigma^2/\mu^2) \leq (1/L\delta^2) \cdot (n/4s) \leq (1/\delta^2) \cdot (4s\delta^2 \beta/n) \cdot (n/4s) \quad (\text{as } L \geq n/4s\delta^2 \beta)$$

$$= \beta.$$  

(6)

(7)

where the inequality (6) holds by Lemma 7 (see Appendix), which shows that $\sigma^2/\mu^2 \leq n/4s$. The lemma then follows. □

By Lemmas 3, 5, and 6, we have the following theorem.

**Theorem 2.** Given a social network $G = (V, E)$, a positive integer $k$, an activation probability function $p: 2^V \times V \rightarrow [0, 1]$, an error ratio $\epsilon$ with $0 < \epsilon < 1$, and a success probability $1 - \alpha$ with $0 < \alpha < 1$, there is a $(1-1/e-\epsilon)$-approximation algorithm with a probability no less than $1 - \alpha$ for the influence maximization problem in $G$ under the structural diversity model. The algorithm takes $O(\epsilon^{-2} \alpha^{-1} n^2 (m + n) k \log k)$ time, where both $\epsilon$ and $\alpha$ are constants with $0 < \epsilon < 1$ and $0 < \alpha < 1$, $n = |V|$, and $m = |E|$.

**Proof.** We have shown the time complexity and approximation ratio of Algorithm 1 by Lemmas 3 and 5, respectively. We now show its success probability as follows.

By Lemma 6, we know that $P[Z_i = 1] \geq 1 - \beta$ and $P[\tilde{Z}_i = 1] \geq 1 - \beta$ for every $i$ with $1 \leq i \leq k$. Then, $P[Z_i = 0] \leq \beta$ and $P[\tilde{Z}_i = 0] \leq \beta$. The success probability of Algorithm 1 is

$$P[Z_1 = 1, \tilde{Z}_1 = 1, \ldots, Z_k = 1, \tilde{Z}_k = 1] = 1 - P[\forall i \text{ or } \forall i \text{ or } \forall i \text{ or } \forall i \text{ or } \forall i \text{ or } \forall i]$$

$$\geq 1 - \sum_{i=1}^{k} (P[Z_i = 0] + P[\tilde{Z}_i = 0])$$

$$\geq 1 - \sum_{i=1}^{k} (\beta + \beta) = 1 - \alpha, \quad \text{as } \beta = \alpha/2k.$$  

(8)

(9)

The theorem then follows. □

5. Algorithm evaluation

In this section, we evaluate the performance of the proposed algorithm using different real datasets. We also compare the algorithm with other heuristics for finding highly influential users in social networks.

5.1. Experimental environment setting

We use the datasets of four real-world social networks, which are listed in Table 1, where the first network is an academic collaboration network NetHEPT obtained from the “High Energy Physics-Theory” section of the e-print arXiv, in which each node represents an author of a paper and for a paper with two or more authors, an edge is added for each pair of authors. The second network come from the full paper list of the “Physics” section, denoted by NetPHY. The datasets of the first two networks are available on the web. The third network is an online social network–Facebook, where each node

represents a user and each edge represents the friendship between two users. The final network is a much larger collaboration network from the DBLP Computer Science Bibliography. The datasets are widely adopted in existing works, such as [10,12,21], and [29].

Following existing works [21,29], we consider two types of influence propagation probability settings: the uniform setting and the weighted setting. Recall that the induced graph $G(N(u))$ of the neighbor set $N(u)$ of node $u$ consists of $n_u$ connected components $N_1(u), N_2(u), \ldots, N_{n_u}(u)$. In the uniform setting, the influence propagation probability $p(N_j(u), u)$ of each connected component $N_j(u)$ is assigned a uniform probability $p_c$, i.e., $p(N_j(u), u) = p_c$, where $p_c$ is a constant with $0 < p_c < 1$ and $1 \leq j \leq n_u$. Intuitively, only a very few users will be eventually activated if $p_c$ is very small (e.g., 0.01) while a large proportion of users will be influenced if $p_c$ is quite large (e.g., 0.8) [21]. For the former (i.e., $p_c$ is very small), it is not worthwhile to consider the influence maximization problem since only a very few users will be influenced by the initial seeds. For the latter (i.e., $p_c$ is very large), it is not realistic in a real social network that every social context of a user has high influence probability to the user. We thus consider that $p_c$ is set with 0.1 and 0.2 in this paper so that the value of $p_c$ is neither too small nor too large. In the weighted setting, $p(N_j(u), u)$ is assigned $1/n_u$ so that the expected number of connected components which would succeed in activating node $u$ is one [21].

We compare the proposed algorithm Greedy (i.e., Algorithm 1) with other three heuristics: (1) Algorithm max degree. The max degree heuristic chooses $k$ seed nodes with the top-$k$ degrees [21]; (2) Algorithm max structural diversities (max SD). Similar to the max degree heuristic, the max structural diversities heuristic selects $k$ seed nodes with the top-$k$ structural diversities, where the structural diversity of a node $u$ in $G$ is the number of connected components in the induced graph $G[N(u)]$; and (3) Algorithm distance centrality (central). The distance centrality heuristic finds $k$ seed nodes with the smallest average shortest-path distances to other nodes [10,21]. The distance between two unreachable nodes is set as $n$, where $n$ is the number of nodes in $G$. Note that there are some other heuristics, such as the ones in [10,29], which will not be compared with since they are only applicable to the independent cascade model or the linear threshold model.

Following the similar setting as the works in [10,29], the number $k$ of seed nodes is chosen between 1 and 50. The default error ratio $\epsilon$ setting is 0.03, and the error probability $\alpha$ is 5%. The proposed approximation algorithm has an approximation ratio of $1 - 1/e - \epsilon \approx 0.6$ with probability $1 - \alpha = 95\%$ following its theoretical analysis. All the experiments are performed on a desktop with Intel(R) Core(TM) i7-4790 CPU (3.6 GHz), 4 GB RAM, and the operating system of Windows 8.1 enterprise. All the mentioned algorithms are implemented in C++ in the integrated development environment (IDE) of Microsoft Visual Studio 2013.

5.2 Performance on influence

In the following we evaluate the performance of the proposed algorithm in networks NetHEPT, NetPHY, Facebook, and DBLP, respectively, in terms of influence (i.e., expected numbers of active users) of the found seeds. Fig. 2 shows the influence of the seeds found by different algorithms under the uniform setting with $p_c = 0.1$ and $p_c = 0.2$, and the weighted setting in the collaboration network NetHEPT, by varying the seed set size $k$ from 1 to 50. Fig. 2 (a) clearly shows that the seed set delivered by the proposed algorithm Greedy has larger influence than that of the seed sets by other mentioned algorithms. The Greedy algorithm performs better than the other three heuristics, as expected, since it has better performance in finding influence maximizers. The Max SD heuristic performs worse than the other heuristics, as expected, since it only considers structural diversities and ignores the influence probabilities of nodes.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>NetHEPT</th>
<th>NetPHY</th>
<th>Facebook</th>
<th>DBLP</th>
</tr>
</thead>
<tbody>
<tr>
<td># of nodes</td>
<td>15,233</td>
<td>37,154</td>
<td>63,731</td>
<td>654,628</td>
</tr>
<tr>
<td># of edges</td>
<td>58,853</td>
<td>231,584</td>
<td>817,090</td>
<td>1,990,159</td>
</tr>
<tr>
<td>Avg. degree</td>
<td>3.86</td>
<td>6.23</td>
<td>12.82</td>
<td>3.04</td>
</tr>
</tbody>
</table>

Fig. 2. Expected numbers of active users by different algorithms in the collaboration network NetHEPT.
algorithms, and the performance gap between them grows bigger and bigger with the growth of the value of $k$. Specifically, the influence of the seed set found by algorithm Greedy is about 20%, 20%, and 30% larger than that of the seed sets identified by algorithms Max_Degree, Max_SD, and Central, respectively, when $k = 50$. The rationale behind the outperformance of the proposed algorithm Greedy over the existing algorithms is as follows. Algorithm Greedy finds the top-$k$ most influential users by not only considering how users are accurately influenced (i.e., under the structural diversity model) but also taking into account the influence among the users chosen (i.e., there is only a little influence among the selected users). In contrast, algorithms Max_Degree and Central do not consider the influence propagation process of users and only select the top-$k$ influential users by their degrees and average distances to other users in the network, respectively, while algorithm Max_SD may choose $k$ seeds that have large influence to each other. Fig. 2 (b) and (c) also demonstrate that the proposed algorithm Greedy can find much more influential seed sets than that by the other three mentioned algorithms. For example, under the weighted setting with $k = 50$, the expected number of activated individuals by the 50 seeds found by algorithm Greedy can reach up to 4400, which takes about 30% ($\approx 4400/15,233$) of the total number of individuals in network NetHEPT, while the influences of the seed sets found by algorithms Max_Degree, Max_SD, and Central are only about 3300, 3800, and 3250, respectively.

Fig. 2 shows an interesting phenomenon that although the influence of the seed set discovered by algorithm Max_SD is no better even worse than that by algorithms Max_Degree and Central when the seed set size $k$ is small, the influence of the seed set found by it is larger than that by the two mentioned algorithms when $k$ is large. For example, algorithm Max_SD finds a seed set with an approximate influence of 3800 under the weighted setting when $k = 50$, which is about 14% and 17% larger than that by Max_Degree and Central, respectively. The rationale behind the phenomenon is that algorithm Max_SD finds the top-$k$ nodes by the number of connected components in the induced graph $G[N(u)]$ of the neighbor set $N(u)$ of each node $u$, i.e., it considers that the neighbors in the same connected component have the similar social context, while algorithms Max_Degree and Central fail to distinguish the the neighbors of a node from the same connected component, and only find the top-$k$ nodes by node degrees (Max_Degree) or average shortest-path distances to other nodes (Central).

We then investigate the performance of different algorithms in network NetPHY whose size is larger than that of network NetHEPT. Fig. 3 plots the influence of the seed sets found by the four mentioned algorithms. Similar to the performance of the algorithms in network NetHEPT, the seed set identified by algorithm Greedy has much larger influence than that found by the other three algorithms Max_Degree, Max_SD, and Central in network NetPHY. Moreover, the advantage of algorithm Greedy in network NetPHY is even bigger than that in network NetHEPT. For example, Fig. 3 (a) demonstrates that the influence of the seed set found by algorithm Greedy in network NetPHY is 50%, 32%, and 39% larger than that of the seed sets found by the other three algorithms under the uniform setting with $p_c = 0.1$ and $k = 50$, while its advantage over the three algorithms is about 20%, 20%, and 30% in network NetHEPT (see Fig. 2 (a)).

We also study the performance of the algorithms in social network Facebook. Fig. 4 shows that the seed set found by algorithm Greedy has larger influence than that by the other three algorithms. Furthermore, the influence of the seed set identified by algorithm Max_SD is smaller than algorithms Max_Degree and Central under the uniform setting (Fig. 4 (a) and (b)) whereas the influence of the seed set found by it is as large as that of the seed set discovered by algorithm Greedy under the weighted setting (Fig. 4 (c)).

We finally investigate the performance of the algorithms in network DBLP. Again, Fig. 5 shows that the performance algorithm Greedy is the best among the four algorithms. Furthermore, the influence of the seed set identified by algorithm Max_Degree is higher than algorithms Max_SD and Central under the uniform setting (Fig. 5 (a) and (b)) whereas the influence of the seed set found by it is however worse than that by algorithm Max_SD under the weighted setting (Fig. 5 (c)).

In summary, it can be seen that the seed set found by algorithm Greedy has the highest influence compared with the seeds found by the other existing algorithms for all mentioned social networks with all different influence propagation probability settings, while the performances of existing algorithms Max_Degree, Central, and Max_SD depend on not only the structure of the social networks but also the influence probability settings.
5.3. Performance on running time

The rest is to investigate the running times of the four mentioned algorithms for different networks including NetHEPT, NetPHY, Facebook, and DBLP, respectively. Fig. 6(a) plots the running times of algorithms Greedy, Max_Degree, Max_SD, and Central in network NetHEPT which consists of 15,233 nodes and 58,853 edges (i.e., \( n = 15,233 \) and \( m = 58,853 \)), under the uniform setting with \( p_c = 0.1 \), by varying the seed set size \( k \) from 1 to 50. It can be seen from Fig. 6(a) that the running times of algorithms Max_Degree and Max_SD are much shorter than those of algorithms Greedy and Central. Specifically, the running times of algorithms Max_Degree, Max_SD, Central, and Greedy are 0.03 s, 0.62 s, 76 s, and 1.22 h, respectively, when \( k = 50 \). Fig. 6(a) also shows that the running time curves of algorithms Max_Degree, Max_SD, and Central are almost flat with the increase of the seed set size \( k \). This is due to the facts that the calculations of node degrees in algorithm Max_Degree, the node structural diversities in algorithm Max_SD, and the average distance to other nodes in algorithm Central, dominate their running times, respectively, while the running time of algorithm Greedy grows with the increase of \( k \) by Lemma 3. Fig. 6 (b), (c), and (d) plot the running times of different algorithms for three larger networks NetPHY, Facebook, and DBLP, from which it can be seen that the performance behaviors of these algorithms are similar with each other. Also, it can be seen that each of the algorithms takes a much longer time to find the top-\( k \) influential users in a larger social network. For example, the running times of algorithm Greedy for networks NetPHY, Facebook, and DBLP, are 4.26 h, 18.45 h, and 64.7 h, respectively, when \( k = 50 \).

Fig. 7 plots the running time of algorithm Greedy for network DBLP with \( k = 50 \), under the uniform setting with \( p_c = 0.1 \) and \( p = 0.2 \), as well as the weighted setting. We here omit the running times of algorithms Max_Degree, Max_SD, and Central since their running times are independent with the influence probability setting. Fig. 7 indicates that the running time of algorithm Greedy under different influence probability settings does not vary too much. For example, its running time grows from about 65 h under the uniform setting with \( p = 0.1 \) to approximately 70 h under the weighted setting.

Notice that although the experimental results demonstrate that the running time of the proposed algorithm Greedy is longer than those of algorithms Max_Degree, Max_SD, and Central, it is acceptable in practice due to the following three reasons. The first is that the size of activated users by the initial seed users usually is much more important than the running time of the algorithm. For example, a company intends to market one of its new products, e.g., iPhone 6s, by targeting a few “influential” users in a social network through giving the users the product samples. If the solution delivered by the proposed algorithm can bring a 10% improvement of activated users, the improvement will bring enormous profits to the company if the size of the social network is quite large. The company may not really care about the running time of such an algorithm from a couple of hours to several days if it is acceptable (e.g., 64.7 h for the DBLP network), as such an algorithm runs only once when there is any new product to be marketed. The second is that the proposed algorithm
Fig. 6. Running times of different algorithms in networks NetHEPT, NetPHY, Facebook, and DBLP, respectively, under the uniform setting with $p_c = 0.1$.

Fig. 7. The running time of algorithm Greedy for network DBLP with $k = 50$, under both the uniform setting with $p_c = 0.1$ and $p = 0.2$, and the weighted setting.
Greedy can always deliver a feasible solution with a guaranteed performance in comparison with the optimal solution of the problem, no matter which social networks and what influence propagation probability settings are considered, while the solutions delivered by the other mentioned algorithms do not have such performance guarantees, which means that their solutions may be far from the optimal ones for some special networks. Although the empirical results of the other mentioned algorithms for a given special network are not too bad, it does not imply that they can deliver solutions with a performance guarantee for some other networks or influence probability settings. The final is that the running time of algorithm Greedy, e.g., 64.7 h for network DBLP, can be considerably reduced (e.g., within a few hours), by exploring the parallelism in its implementation in a multi-core cluster of servers.

We would like to mention that the focus of this paper is to identify influential users under the structural diversity model that is totally different from the traditional independent cascade model or linear threshold model, under which the decision of a user depends on the social structures of different groups of its neighbors, rather than the number of its neighbors, the computational complexity of finding the structures is much higher, compared with the calculation of the number of neighbors.

6. Conclusions and future work

Identifying a few influential users to maximize their influence to other users in a social network has attracted plenty of attentions in the past decade. Most existing studies of the influence maximization problem adopt either the independent cascade model or the linear threshold model. One common assumption of these two models is that a user is more likely to be influenced if more his/her friends have already been influenced. This assumption however recently was challenged to be over simplified and inaccurate, as the social decision of a user depends more subtly on the network structure, rather than the number of his/her influenced neighbors. Instead, it is shown that a user is very likely to be influenced by his/her influenced friends with higher “structural diversities”. In this paper we first formulated a novel influence maximization problem under this new structural diversity model. We then proposed a \((1 - 1/e - \epsilon)\)-approximation algorithm with a probability \(1 - \alpha\), where \(e\) is the base of the natural logarithm, \(\epsilon\) and \(\alpha\) are given constants with \(0 < \epsilon < 1\) and \(0 < \alpha < 1\). We finally evaluated the effectiveness of the proposed algorithm by extensive experimental simulations, using different real datasets. Experimental results show that the proposed algorithm outperforms existing ones, and the seed set found by it has much larger influence than that delivered by existing algorithms. In our future work, we will focus on reducing the time complexity of the proposed algorithm by exploring other optimization techniques such as execution parallelism, advanced data structures, and so on.
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Appendix

**Lemma 7.** Given graph \(G' = (V \cup C, E'; p')\), a seed set \(S \subseteq V\) with \(S \neq \emptyset\) and \(|S| = s\), an error ratio \(\delta\) with \(0 < \delta < 1\), and a probability \(1 - \beta\) with \(0 < \beta < 1\), let random variable \(Y\) be the number of active individual nodes in \(G'\) at the end of the influence propagation process under the independent cascade model with seed set \(S\). Assume that \(\mu\) is the expected value of \(Y\), i.e., \(\mu = E[Y]\), and \(\sigma^2\) is the variance of \(Y\), i.e., \(\sigma^2 = \text{Var}[Y]\). Then, \(\sigma^2/\mu^2 \leq n/4s\), where \(n = |V|\).

**Proof.** For each node \(v_i \in V \setminus S\), let \(X_i\) be a random variable with \(X_i = 1\) if and only if node \(v_i\) is activated eventually by the seed set \(S\); otherwise, \(X_i = 0\), where \(1 \leq i \leq n - s = |V \setminus S|\). Assume that \(P[X_i = 1] = p_i\), \(0 \leq p_i \leq 1\). Then, \(P[X_i = 0] = 1 - p_i\).

It is obvious that \(E[X_i] = p_i\), \(1 \leq i \leq n - s\). Note that random variables \(X_1, X_2, \ldots, X_{n-s}\) are not independent with each other. We represent random variable \(Y\) by random variables \(X_1, X_2, \ldots, X_{n-s}\) as

\[
Y = s + \sum_{i=1}^{n-s} X_i,
\]

where \(s\) is the number of nodes in seed set \(S\) and these \(s\) nodes must be activated at the end of the influence propagation process. Notice that

\[
\mu = E[Y] = s + \sum_{i=1}^{n-s} E[X_i] = s + \sum_{i=1}^{n-s} p_i,
\]

and
\[
\sigma^2 = \text{Var}[Y] = \text{Var}\left[ \sum_{i=1}^{n-s} X_i \right] = \sum_{i=1}^{n-s} \sum_{j=1}^{n-s} \text{Cov}(X_i, X_j)
\]

\[
= \sum_{i=1}^{n-s} \sum_{j=1}^{n-s} \{E[X_i \cdot X_j] - E[X_i] \cdot E[X_j]\}
\]

\[
\leq \sum_{i=1}^{n-s} \sum_{j=1}^{n-s} (p_i - p_i p_j) = \sum_{i=1}^{n-s} p_i (1 - p_i).
\]

where \(\text{Cov}(X_i, X_j)\) is the covariance of random variables \(X_i\) and \(X_j\), i.e. \(\text{Cov}(X_i, X_j) = E[X_i \cdot X_j] - E[X_i] \cdot E[X_j]\), and inequality (A.1) holds as \(P[X_i = 1, X_j = 1] \leq P[X_i = 1] = p_i\). It is obvious that \(\sigma^2/\mu^2 \leq (\sum_{i=1}^{n-s} \sum_{j=1}^{n-s} p_i (1 - p_i))/(s + \sum_{i=1}^{n-s} p_i)^2\). Let function \(g(x_1, x_2, \ldots, x_{n-s}) = (\sum_{i=1}^{n-s} \sum_{j=1}^{n-s} x_i (1 - x_j))/s + \sum_{i=1}^{n-s} x_i^2\), where \(0 \leq x_i \leq 1\) and \(1 \leq i \leq n-s\). We show that the maximum value of function \(g(x_1, x_2, \ldots, x_{n-s})\) is no more than \(n/4s\) as follows.

Assume that function \(g(x_1, x_2, \ldots, x_{n-s})\) achieves its maximum value at a point \((x'_1, x'_2, \ldots, x'_{n-s})\). From the symmetric form of variables \(x_1, \ldots, x_{n-s}\) in function \(g(x_1, \ldots, x_{n-s})\), we know that \(x'_1 = x'_2 = \cdots = x'_{n-s}\). Let function \(h(x) = g(x, x, \ldots, x) = \frac{(n-s)x^2(1-x)}{(s + (n-s)x)}\), where \(0 \leq x \leq 1\). It is obvious that functions \(g(x_1, x_2, \ldots, x_{n-s})\) and \(h(x)\) have the same maximum value. To calculate the maximum value of function \(h(x)\), we compute the derivative of \(h(x)\) with respect to \(x\).

\[
\frac{\partial h(x)}{\partial x} = \frac{2(n-s)x^2(1-x)(s - (n + s)x)}{(s + (n-s)x)^2}. \quad \text{Let} \quad \frac{\partial h(x)}{\partial x} = 0. \quad \text{Then,} \quad x = s/(n + s). \quad \text{Therefore, function} \quad h(x) \quad \text{reaches its maximum value when} \quad x = s/(n + s), \quad \text{and its maximum value is:} \quad \max_{0 \leq x \leq 1} \{h(x)\} = h(s/(n + s)) = (n - s)^2/4ns \leq n/4s.
\]

By the above discussion, we then have

\[
\frac{\sigma^2}{\mu^2} \leq g(p_1, p_2, \ldots, p_{n-s}) \leq \max_{0 \leq x \leq 1} \{h(x)\}. \quad \text{(A.2)}
\]

\[
= \frac{n}{4s}.
\]
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