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Abstract—Mobile Edge Computing (MEC) reforms the cloud paradigm by bringing unprecedented computing capacity to the vicinity of

end users at the mobile network edge. This provides end users with swift and powerful computing and storage capacities, energy

efficiency, and mobility- and context-awareness support. Furthermore, Network Function Virtualization (NFV) is another promising

technique that implements various network functions for many applications as pieces of software in servers or cloudlets in MEC

networks. The provisioning of virtualized network services in MEC can improve user service experiences, simplify network service

deployment, and ease network resource management. However, user requests arrive dynamically and different users demand different

amounts of resources, while the resources in MEC are dynamically occupied or released by different services. It thus poses a

significant challenge to optimize the performance of MEC through efficient computing and communication resource allocations to meet

ever-growing resource demands of users. In this paper, we study NFV-enabled multicasting that is a fundamental routing problem in an

MEC network, subject to resource capacities on both its cloudlets and links. Specifically, we first devise an approximation algorithm for

the cost minimization problem of admitting a single NFV-enabled multicast request. We then develop an efficient algorithm for the

throughput maximization problem for the admissions of a given set of NFV-enabled multicast requests. We third devise an online

algorithm with a provable competitive ratio for the online throughput maximization problem when NFV-enabled multicast requests

arrive one by one without the knowledge of future request arrivals. We finally evaluate the performance of the proposed algorithms

through experimental simulations. Simulation results demonstrate that the proposed algorithms are promising.

Index Terms—Mobile edge-cloud networks (MEC), distributed resource allocation and provisioning, NFV-enabled multicast requests,

virtualized network function (VNF), VNF instance placement and sharing, service function chains (SFCs), throughput maximization,

Steiner tree problems, online algorithms

Ç

1 INTRODUCTION

MOBILE devices, including smart phones and tablets,
gain increasing popularity as communication tools

of users for their business, social networking, and per-
sonal entertainment. However, the computing, storage
and battery capacity of each of them is very limited, due
to their portal size. Leveraging by rich computing and
storage resources in clouds, mobile devices can offload
some of their tasks to clouds for processing and storage,
while the clouds usually are remote located from their
end users. Thus, the response delay to user requests
may not be tolerable for some real-time applications.
Instead, a new network paradigm, Mobile Edge Comput-
ing (MEC) is emerged, which can provide cloud-comput-
ing capability at the edge of core network in the
proximity of mobile users [1]. MEC can significantly
shorten the response delay to user applications, ensure

highly efficient network operation and service delivery,
and improve user experience of using the services, which
is an ideal platform to meet ever-growing resource
demands of mobile users for their applications, by
enhancing mobile device capabilities with a real-time
manner [22]. On the other hand, Network Function Vir-
tualization (NFV) [21], has been envisaged as another
promising technique to the next-generation networking
that enables fast service deployment and cost-effective
yet error-free service provisioning in future communica-
tion networks. It replaces resource demanding service
applications from expensive, dedicated hardware-mid-
dleboxes, by software implementation in generic servers
or cloudlets, where each network function is virtualized
as a virtualized network function instance that runs in a
virtual machine in a cloudlet.

Although implementing network functions as VNF instan-
ces in MEC is a promising technology, admitting NFV-
enabled multicast requests in MEC poses several challenges.
First, both computing and storage resources at cloudlets and
communication resources at links in an MEC are very limited
in comparisonwith its counterpart—the powerful centralized
data center networks (clouds). It is of paramount importance
to optimize the performance of an MEC network through
judicious allocating its limited resources tomeet user resource
demands. Second, each NFV-enabled multicast request has a
service function chain requirement, how to steer the data traf-
fic of the request to go through each network function in its
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service function chain correctly? Third, the service chain
implementation may either share some existing network
function instances with the other requests or instantiate new
VNF instances. How to make such a decision to minimize the
admission cost of the request? Finally, how to maximize the
network throughput by admitting or rejecting each arrived
request immediately if requests arrive one by one without the
knowledge of future request arrivals? In this paper, we will
address the aforementioned challenges.

The novelties of the work in this paper are as follows. We
study NFV-enabled multicast request admissions in MEC,
and formulate three novel optimization problems that
explore VNF instance placement and sharing among differ-
ent multicast requests. We strive for the finest tradeoff
between the usages of computing and bandwidth resources
to maximize the network throughput while minimizing
the accumulative admission cost of admitted requests. We
devise the very first approximation algorithm for a single
NFV-enabled multicast request admission with the objective
to minimize its admission cost, and an efficient heuristic
algorithm for the admissions of a set of NFV-enabled multi-
cast requests. Furthermore, we also consider the dynamic
admissions of NFV-enabled multicast requests by develop-
ing an online algorithm with a provable competitive ratio
for it. The key ingredients in the development of these pro-
posed algorithms lie in (a) dynamically determining the use
of existing VNF instances or instantiating new VNF instan-
ces for each request admission; and (b) determining the
admission order of a given set of requests as admitted
requests will heavily impact the admissions of future
requests, due to the availability of the demanded resources
and whether existing VNF instances can be shared by future
requests.

The main contributions of this paper are summarized as
follows. We study the NFV-enabled multicast request admis-
sions in a mobile edge-cloud network with the aim to either
minimize the request admission cost, or maximize the net-
work throughput for a set of requests or a sequence of
requests arriving one by one without the knowledge of future
arrivals, subject to both computing and bandwidth resource
capacities on cloudlets and links in the network. We first pro-
pose an approximation algorithm for the cost minimization
problem of a single NFV-enabled multicast request admis-
sion. We then develop an efficient heuristic for a set of NFV-
enabled multicast request admissions, by reducing the prob-
lem to the single NFV-enabled multicast request admission.
We third consider dynamic NFV-enabled multicast request
admissions by devising an online algorithm with a provable
competitive ratio. We finally evaluate the performance of the
proposed algorithms through experimental simulations. The
simulation results reveal that the proposed algorithms are
very promising.

The rest of the paper is organized as follows. Section 2
conducts literature review. Section 3 introduces notions,
notations, and problem definitions. Section 4 devises an
approximation algorithm for the cost minimization problem
of a single NFV-enabled multicast request admission.
Section 5 develops an efficient heuristic for the throughput
maximization problem of a group of NFV-enabled multicast
request admissions. Section 6 devises an online algorithm
for dynamic NFV-enabled multicast request admissions.

Section 7 evaluates the proposed algorithms empirically,
and Section 8 concludes the paper.

2 RELATED WORK

As a key-enabling technology of 5G, MEC networks have
gained tremendous attentions by the research community
recently. There are extensive studies of user unicast and
multicast request admissions through resource provisioning
in MEC networks [3], [5], [6], [8], [11], [12], [19]. For exam-
ple, Jia et al. [9] considered the assignment of user requests
to different cloudlets in a Wireless Metropolitan Area Net-
work with the aim to minimize the maximum delay among
offloaded tasks, by developing heuristics for the problem.
Ceselli et al. [3] focused on the design optimization such as
the VM placement and migration, and user request assign-
ment, by formulating a Mixed Integer Linear Programming
(MILP) solution and heuristic algorithms for the problem.
Xia et al. [23] investigated opportunistic task offloading
under link bandwidth, residual energy in mobile devices,
and cloudlet computing capacity constraints.

All the aforementioned studies assumed that each task
will be allocated with dedicated computing resource, and
there is no consideration of utilizing existing VNF instances
to serve new tasks. However, many requests usually demand
the same type of services. If the VNF instance of a specified
service has already been instantiated with sufficient residual
processing capacity, the other tasks that request for the ser-
vice canmake use of the VNF instance. Several recent studies
explored the placement and sharing of VNF instances [8],
[12], [27]. For example, Jia et al. [12], [27] studied a novel task
offloading problem in an MEC network, where each offload-
ing task requests a network function servicewith amaximum
tolerable delay requirement. They aimed at maximizing the
number of requests admitted while minimizing their admis-
sion cost, for which they proposed an efficient online algo-
rithm. He et al. [8] studied the joint service placement and
request scheduling in order to optimally provision edge serv-
ices while taking into account the demands of both sharable
and non-sharable resources. They aim to maximize the net-
work throughput, for which they showed that this joint opti-
mization problem is NP-hard and then developed heuristic
algorithms.

There are several studies of NFV-enabled multicasting in
MEC environments [2], [12], [26]. For example, Zhang
et al. [29] investigated the NFV-enabledmulticasting problem
in SDNs. They assumed that there are sufficient computing
and bandwidth resources to accommodate all multicast
requests, for which they provided a 2-approximation algo-
rithm if only one server is deployed. In reality, it is not uncom-
mon that both computing and bandwidth resources in MEC
are limited, which need to be carefully allocated. Further-
more, they did not consider dynamic admissions of NFV-
enabled multicast requests, which is much complicated com-
pared with the problem of admitting a single or a set of given
requests. Xu et al. [26] studied the cost minimization problem
of admitting a single NFV-enabled multicast request, where
the implementation of the service chain of each request will
be consolidated into a single cloudlet. Xu et al. [28] recently
considered the admissions ofNFV-enabledmulticast requests
with QoS constraints in MEC by proposing approximation
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and heuristic algorithms for the problem. Ma et al. [17], [18]
considered the profit maximization problem in MEC by
dynamically admitting NFV-enabled unicast requests with
QoS requirements, for which they developed an efficient heu-
ristic, and an online algorithm with a provable competitive
ratio if the QoS requirement can be ignored. Although they
considered the sharing of existing VNF instances among dif-
ferent unicast requests, the problem of NFV-enabled unicast
request admissions in [13], [17], [18] is a special case of the
problem of NFV-enabled multicast request admissions where
the destination set contains only one node. The essential dif-
ferences of the study in this paper from thesementioned stud-
ies [12], [26], [27], [29] are (i) the VNF instances of the service
chain of eachNFV-enabledmulticast request in this paper can
be placed to multiple cloudlets, not just one cloudlet in the
previous studies; and (ii) the sharing of existing VNF instan-
ces among different multicast requests has not been explored,
this exploration makes the problem become more challeng-
ing. It is mentioned that this paper is an extended version of a
conference paper in [16].

3 PRELIMINARIES

In this section, we first introduce the system model, notions
and notations, and then define the problems precisely.

3.1 System Model

We consider a mobile edge cloud (computing) network
(MEC) in a metropolitan region that is modelled by an undi-
rected graph G ¼ ðV;EÞ, where V is a set of access points
(APs) located at different locations in a metropolitan region,
e.g., shopping centers, airports, restaurants, bus stations,
and hospitals. A cloudlet is co-located with each AP node
v 2 V via a high-speed optical cable. This implies that the
communication delay between them is negligible due to
plenty of bandwidth on the cable. For simplicity, each AP
node and its co-located cloudlet will be used interchangeably
if no confusion arises. Each cloudlet has computing capacity
Cv for implementing various virtualized network functions
(VNFs).E is the set of links between APs. Each link e 2 E has
a bandwidth capacityBe. We assume that each AP node cov-
ers a certain area, in which each mobile user can access the
MEC service wirelessly through the AP. In case a mobile

user located at an overlapping coverage region of multiple
APs, the mobile user can connect to its nearest AP or the AP
with the strongest signal strength. Fig. 1 is an example of an
MEC network.

3.2 NFV-Enabled Multicast Requests with Service
Function Chain Requirements

Consider an NFV-enabled multicast request rj ¼ ðsj;Dj; rj;

SFCjÞ that transmits its data traffic from the source node

sj 2 V to the given set Dj � V of destination nodes with a
specified packet rate rj. Each packet in the data traffic

stream must pass through the sequence of network func-

tions of its service function chain SFCj ¼ hfj;1; . . . ; fj;l; . . . ;
fj;Lj
i before reaching each of the destinations, where Lj is

the length of the service function chain. We assume that a
unit packet rate of rj requires bandwidth resource be in a
link e 2 E, thus, the total amount rj � be of bandwidth
required for request rj in link e.

We assume that resources in cloudlets are virtualized,
using container-based lightweight virtualization technolo-
gies, and thus can be allocated and shared flexibly. Each
instance of a virtualized network function (VNF) is a virtual
machine in a cloudlet. Without loss of generality, we assume
that different types of VNFs among all service function
chains of requests can be classified into K types. Denote by

fðkÞ andCðf ðkÞÞ the VNF of type k and the amount of comput-

ing resource consumed for its implementation in a cloudlet,

respectively, 1 � k � K. Suppose each VNF instance of f ðkÞ

has a maximum processing capacity mðkÞ. Furthermore, if the
residual processing capacity of an existing VNF instance is
sufficient to process the data traffic of a newly admitted
request, this VNF instance can be shared by the request. Oth-
erwise, a new VNF instance for the request needs to be
instantiated in a cloudlet with sufficient residual computing
resource in order to admit the request.

To admit anNFV-enabledmulticast request rj, each packet
of its data traffic is enforced to go through a VNF instance of

each network function in its SFCj prior to reaching each of

the destinations inDj. Denote by T ðjÞ the pseudo-multicast tree

that transmits the data traffic of request rj from the source sj
to the destinations in Dj, where a pseudo-multicast tree [25] in
fact may be a graph, not a tree. A pseudo-multicast tree is a
directed pseudo-steiner tree which starts from a source node
and reaches each node in a destination set. However, due to
the availability of some cloudlets in the MEC (i.e., be able to
accommodate the VNF instances with sufficient resources),
each cloudlet node and physical link of the network may
appear multiple times in the pseudo-multicast tree. Fig. 2 is
an example to illustrate the admission of an NFV-enabled
multicast request, where for each network function fj;l in the
service function chain SFCj, either an existing VNF instance
(with sufficient residual processing capacity) is selected or a
newVNF instance is instantiated in a cloudlet fj;l in each path
from the source node sj to each destination node in Dj, and
these VNF instances can be placed at different cloudlets.

3.3 Admission of an NFV-EnabledMulticast Request

The admission cost of an NFV-enabled multicast request in
an MEC network is the sum of three constituent costs: the
VNF instance processing cost for processing its data packets,

Fig. 1. An illustrative example of an MEC network consisting of 6 APs
with each co-located with a cloudlet.
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the VNF instance instantiation cost for instantiating new
VNF instances in cloudlets, and the bandwidth cost for rout-
ing its data traffic along links in its pseudo-multicast tree.
Instantiating VNF instances at cloudlets consumes both com-
puting and storage resources of the cloudlets, thus incurs the

VNF instantiation cost. Denote by cinsðf ðkÞ; vÞ the instantia-

tion cost of a VNF instance of network function f ðkÞ in a

cloudlet v, and rj � cprocðfðkÞ; vÞ the processing cost of data

traffic of a request rj at a VNF instance of f ðkÞ at cloudlet v,

where cprocðf ðkÞ; vÞ is the cost of processing a packet by a VNF

instance fðkÞ at cloudlet v and rj is the packet rate of rj. Notice

that the processing cost cprocðf ðkÞ; vÞ of a data packet of differ-
ent VNF instances at different cloudlets may be significantly
different, since different VNF instances consume different
amounts of computing resources and different cloudlets
have different amounts of energy consumptions. In addition,
each packet of the data traffic of request rj is routed along a

pseudo-multicast tree T ðjÞ that incurs the communication

cost rj �
P

e2T ðjÞ ce, where ce is the unit transmission cost on

link e 2 E, and
P

e2T ðjÞ ce is the cost of transferring a packet

along the pseudo-multicast tree T ðjÞ.

3.4 Problem Definitions

In this paper, we consider three NFV-enabled multicast
request admission problems in a mobile edge cloud net-
work G, which are defined as follows.

Definition 1. Given an MEC network G ¼ ðV;EÞ with a set V
of cloudlets (or APs), each v 2 V has computing capacity Cv,
let Be be the bandwidth capacity of each link e 2 E, assuming
that the previous j� 1 NFV-enabled multicast requests have
been responded (admitted or rejected), consider an incoming
NFV-enabled multicast request rj ¼ ðsj;Dj; rj; SFCjÞ, the

cost minimization problem of admitting request rj is to find
a pseudo-multicast tree T ðjÞ in G to route its data traffic from
the source node sj to each destination node in Dj while each
packet in the data traffic must pass through each VNF instance
in the service function chain SFCj, such that its admission cost
is minimized, subject to computing and bandwidth capacities
on both cloudlets and links of G.

Definition 2. Given an MEC network G ¼ ðV;EÞ with a set V
of cloudlets, each v 2 V has computing capacity Cv, and each
link e 2 E has bandwidth capacity Be. Let R ¼ frj ¼ ðsj;Dj;

rj; SFCjÞ j 1 � j � jRjg be a given set of NFV-enabled multi-
cast requests, the throughput maximization problem in G is to
maximize the number of requests in R admitted while minimiz-
ing the cost sum of their admissions, subject to computing and
bandwidth capacities on both cloudlets and links of G.

Definition 3. Given an MEC network G ¼ ðV;EÞ with a set V
of cloudlets, each v 2 V has computing capacity Cv, and each
link e 2 E has bandwidth capacity Be. Let r1; r2; . . . ; rj be a
sequence of NFV-enabled multicast requests that arrive one by
one without the knowledge of future request arrivals, the
online throughput maximization problem in G is to maximize
the number of requests admitted, subject to computing and
bandwidth capacities on both cloudlets and links of G.

3.5 NP Hardness of Problems

In the following we show that all the three defined optimi-
zation problems are NP-hard. Since the online version is a
general version of the offline version of a set of request
admissions. If the offline version is NP-hard, its online ver-
sion is NP-hard too. We thus only show the NP-hardness of
the first two problems as follows.

Theorem 1. The cost minimization problem in G is NP-hard.

Proof. We show the NP-hardness of the cost minimization
problem by a reduction from an NP-hard problem—the
directed Steiner tree problem that is defined as follows.
Given a directed weighted graph G ¼ ðV;AÞ with a set V
of vertices and a set A of arcs, a specified node s 2 V as
the root, and a set of destinations D � V , each arc a 2 A
has a weight wa, the objective is to find a minimum cost
directed tree rooted at s and spanning all the vertices in
D, i.e., there is a directed path from s to every vertex inD.

We show that an instance of the directed Steiner tree
problem can be reduced to an instance of the cost mini-
mization problem. Specifically, the root s 2 V corre-
sponds to the source sj of multicast request rj, and a set
of destinations D � V corresponds to the set of destina-
tion nodes of rj. The multicast request rj has a service
function chain that consists of only one network function.
The VNF instance of the network function is deployed in
the cloudlet co-located with the source AP sj, and
assume that the processing cost of the VNF instance is 0.
The weight wa on each arc a 2 A corresponds to the com-
munication cost on the link. We aim to admit request rj
by routing its data traffic from the source sj to each desti-
nation in D so that the admission cost is minimized. It
can be seen that a solution to this cost minimization prob-
lem is a solution to the directed Steiner tree problem. The
theorem thus holds. tu

Theorem 2. The throughput maximization problem in G is
NP-hard.

Proof. We prove the NP-hardness of the throughput maxi-
mization problem by a reduction from an NP-hard prob-
lem—the knapsack problem that is defined as follows. Given
a bin with capacity B, a set I of items with each item i 2 I
having a specified size sðiÞ and a profit pðiÞ, the problem is

Fig. 2. An example of an NFV-enabled multicast request with a service
function chain that consists of three network functions: Network Address
Translation (NAT), Firewall (FW), and Proxy. Its data packet traffic flows
from the source node Source to a set of seven destination nodes. Each
packet must pass through one VNF instance of each of the three net-
work functions in the service function chain.
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to pack a subset of items into the bin such that the total
profit is maximized, subject to the bin capacityB.

We show that an instance of the knapsack problem
can be reduced to an instance of the throughput maximi-
zation problem. Specifically, the bin B corresponds to a
cloudlet with capacity B, a set I of items corresponds to
a set of multicast requests to be admitted and processed
by their service function chain instances at the cloudlet.
Each multicast request i 2 I has a service function chain
with one virtualized network function. Each network
function instance for a multicast request i demands com-
puting resource sðiÞ, and the profit pðiÞ received is 1 if it
is admitted. We further assume that no VNF instance is
pre-installed in the cloudlet, and each link e 2 E has
unlimited bandwidth. We aim to admit a subset of
requests by creating VNF instances for them so that the
number of multicast requests admitted is maximized,
while the size of the cloudlet is bounded by its capacity
B. It can be seen that a solution to this special throughput
maximization problem is a solution to the knapsack
problem. The theorem thus holds. tu

3.6 Approximation and Competitive Ratios

A g-approximation algorithm for a minimization problem P1

is a polynomial time algorithm A that delivers an approxi-
mate solution for P1 whose value is no more than g times
the optimal one for any instance of P1 with g > 1, where g

is termed as the approximation ratio of algorithm A.
Let OPT and S be an optimal solution of the offline ver-

sion of a maximization problem P2 and the solution deliv-
ered by an online algorithm A0 for the online version of P2.
The competitive ratio of the online algorithm A0 is � if S

OPT � �
for any instance I of problem P2 with 0 < � < 1.

4 AN APPROXIMATION ALGORITHM FOR THE

COST MINIMIZATION PROBLEM

In this section, we deal with the cost minimization problem
of a single NFV-enabled multicast request admission. We
first devise an approximation algorithm for the problem,
and then analyze its performance.

4.1 Algorithm Overview

Given an MEC G ¼ ðV;EÞ and an NFV-enabled multicast
request rj, we aim to minimize the admission cost of the
request by steering its data traffic from the source sj to the
set of destinations in Dj while each packet of the data traffic
must pass through a sequence of network functions in its
specified service function chain SFCj. To tackle the prob-
lem, it poses three challenges. One is the resource availabil-
ity in MEC. Whether request rj should be admitted or not is
determined by the availability of its demanded resources in
G; the other is which cloudlets should be identified to
implement which network functions of its SFCj; and finally,
whether new VNF instances will be instantiated or existing
VNF instances can be shared for the implementation of
SFCj must be made dynamically. It is essential to address
the aforementioned challenges in order to deliver a cost-
efficient solution to the problem.

The basic idea behind the proposed approximation algo-
rithm for the problem is reducing it to the directed multicast

tree problem in an auxiliary, directed acyclic graph. If there
is a multicast tree in the auxiliary graph rooted at the source
sj and spanning all destinations in Dj, then, request rj can
be admitted, otherwise, rj should be rejected due to lack of
sufficient resources to meet its resource demands. This
claim will be shown later in algorithm analysis. A pseudo-
multicast tree T ðjÞ in G [25] finally can be derived from the

multicast tree T 0ðjÞ in the auxiliary graph for the implemen-
tation of request rj.

4.2 Approximation Algorithm

Given an NFV-enabled multicast request rj, we can either
make use of existing network function instances as long as
their residual processing capacities are sufficient to admit
the request. Or if there is sufficient available computing
resource in a cloudlet, a new instance for the requested type
of network function can be instantiated in the cloudlet.
Thus, there are multiple candidate instances for each net-
work function fj;l in its service function chain SFCj in G to
be dynamically determined with 1 � l � Lj.

Denote by �ðj; lÞ ¼ k the type of network function which

is the lth network function fj;l in SFCj of request rj with

1 � k � K and 1 � l � jSFCjj, and denote by F ðkÞv the set of

VNF instances of type k instantiated in cloudlet v. Let mre
i be

the residual processing capacity of VNF instance i 2 F ðkÞv .

Let Cre
v be the residual computing capacity of cloudlet

v 2 V . Denote by Nl;v the set of VNF instances that can be
employed as the lth network function fj;l in SFCj in cloudlet
v, including both existing network function instances with
sufficient residual processing capacities, i.e., mre

i � rj with

i 2 F ð�ðj;lÞÞv , as well as a new VNF instance i0 to be created

providing sufficient computing resource in cloudlet v, i.e,

Cre
v � Cðf ð�ðj;lÞÞÞ. Then, Nl is the set of VNF instances that

can be employed as the lth network function fj;l in SFCj

among all cloudlets in V , i.e., Nl ¼ [v2V Nl;v. We assume that

the number of VNF instances of the same type in each

cloudlet is a small constant. To this end, we construct an

auxiliary, directed acyclic graph G0j ¼ ðV 0j ; E0jÞ for request rj
from G as follows.

Let G0 be a subgraph graph of G after removing each link
from G if the residual bandwidth of the link is less than
rj � be. The node set V 0j of G0j is the union on sets Nl of VNF

instances with 1 � l � Lj, with the source node sj, the desti-

nation node set Dj of multicast request rj, i.e., V 0j ¼
[Lj

l¼1Nl [ fsjg [Dj. To ensure that the network functions of

SFCj ¼ hfj;1; . . . ; fj;l; . . . ; fj;Lj
i are traversed in order, we

add a directed edge from a node x 2 Nl�1 to each node

y 2 Nl with 2 � l � Lj if there is a shortest path in graph G0

between x and y, and the weight wðx; yÞ assigned to the
directed edge is the sum of the communication cost along the
shortest path in G0 between the cloudlets implementing
VNF instances x and y and the processing and VNF instance
instantiation cost of network function y. Notice that if the
VNF instance is an existing one, its instantiation cost is 0;
and if the two network functions x and y reside in the same
cloudlet, their communication cost is 0. We then add a
directed edge from sj to each node y 2 N1 if such a shortest
path in G0 exists, and the weight assigned to the edge is the
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sum of the communication cost along the shortest path and
the processing and VNF instance instantiation cost of net-
work function y. Also, we add a directed edge from each
node x 2 NL to a node y 2 Dj, and set the communication
cost along the shortest path from a cloudlet that implements
network function x to the AP node y as its weight if such a

shortest path in G0 exists. Thus, E0j ¼ [
Lj

l¼2fhx; yi j x 2 Nl�1;

y 2 Nlg [ fhsj; yi j y 2 N1g [ fhx; yi j x 2 NLj
; y 2 Djg.

To ensure that a multicast request can be admitted with-
out violating computing capacity of any cloudlet, it must be
mentioned that we here adopt a conservative request admis-
sion strategy. That is, only if the residual computing capacity
of a cloudlet is sufficient to accommodate all necessary VNF
instance instantiating (any VNF instances in its SFCj), it can
be allowed to create new VNF instances for request rj. Fig. 3
shows the construction of graph G0j for request rj after the
first j� 1NFV-enabled multicast requests have been consid-
ered. Notice that if there is a shortest path between a VNF
instance hosted in cloudlet u 2 V and another VNF instance
hosted in cloudlet v 2 V , there will be a shortest path
between any pair of VNF instances hosted in these two
cloudlets, respectively. For simplicity, we use an edge in the
graph to represent a set of edges between each pair of VNF
instances residing in the two cloudlets, respectively.

Having constructed graph G0j, the cost minimization

problem of the admission of request rj is reduced to find a

directed multicast tree T 0ðjÞ in G0j rooted at sj and spanning
all nodes in Dj, such that the weighted sum of the edges in
T 0ðjÞ is minimized. Notice that the cost cðT 0ðjÞÞ is the mini-
mum admission cost of request rj in G. This is the classic
directed Steiner tree problem, which is NP-hard. There is an
approximate solution within jDjj� times of the optimal
one [4], where � is a constant with 0 < � � 1. The value
choice of � reflects a tradeoff between the solution accuracy
and the running time to obtain the solution. If the multicast

tree T 0ðjÞ in G0j rooted at sj and spanning all destinations in

Dj does exist, a pseudo-multicast tree T ðjÞ in G rooted at sj

and spanning all nodes in Dj can then be derived. Specifi-
cally, we replace each directed edge in the multicast tree
T 0ðjÞ by a set of edges in its corresponding shortest path inG.
The detailed description of the algorithm for the cost minimi-
zation problem is given in Algorithm 1.

Algorithm 1. Finding a Minimum-Cost Pseudo-Multi-
cast Tree in G for Request rj

Input: An MEC network G ¼ ðV;EÞ with a set V of cloudlets.
Assume that the first j� 1 NFV-enabled multicast
requests have been considered, and some VNF instances
have been instantiated for the admissions of requests.
Now consider an NFV-enabled multicast request rj ¼
ðsj;Dj; rj; SFCjÞ.

Output: Admit or reject request rj, and if rj is admitted, a
pseudo-multicast tree T ðjÞ in Gwill be delivered.

1: A subgraph G0 is obtained by removing all edges from G
whose residual bandwidth is strictly less than rj � be;

2: Compute all pairs shortest paths in G0 between each pair of
AP nodes;

3: Construct the auxiliary directed acyclic graph G0j ¼ ðV 0j ; E0jÞ
from G, and assign a weight on each edge in E0j;

4: Find an approximate multicast tree T 0ðjÞ in G0j rooted at sj
and spanning all nodes in Dj, by applying the approxima-
tion algorithm on G0j due to Charikar et al. [4];

5: if T 0ðjÞ in G0j exists then
6: A pseudo-multicast tree T ðjÞ in G is derived, by replac-

ing each edge in T 0ðjÞ with the edges of its correspond-
ing shortest path in G;

7: If a selected VNF instance is to be instantiated, create a
new VNF instance in its cloudlet;

8: Update residual resource capacities of links, cloudlets,
and VNF instances in G;

9: else
10: Reject request rj.
11: end if

4.3 Algorithm Analysis

In the following, we show the correctness of the proposed
algorithm, Algorithm 1, and analyze its approximation
ratio and time complexity.

Lemma 1. An NFV-enabled multicast request rj is admissible in

G if and only if there is a multicast tree T 0ðjÞ in graph G0j
rooted at sj and spanning all nodes inDj.

Proof. We first show that if there is a multicast tree T 0ðjÞ in
G0 rooted at sj and spanning all nodes inDj, there is a fea-
sible solution to the cost minimization problem for

request rj in G. It can be seen that G0j contains Lj þ 2

layers with source sj in layer 0 and all destination nodes

in Dj in layer Lj þ 1. Thus, for each destination node

d 2 Dj, there is a directed path in G0j from sj to d that goes

through a node in each layer, which implies that each
packet of request rj will be processed by either an existing
VNF or a newly instantiated VNF of the network function
in that layer, and the segment of the routing path in G
that corresponds a directed edge in G0j has sufficient com-
munication bandwidth to meet the requirement of data
traffic of rj in G. Thus, the solution delivered is a feasible
solution.

Fig. 3. The auxiliary directed acyclic graph G0j for NFV-enabled multicast
request rj consists of Lj þ 2 layers from left to right, where layer 0 is the
source node sj and layer Lj þ 1 contains all destination nodes in Dj.
Each layer l with 1 � l � Lj, consists of the VNF instances of type �ðj; lÞ
that can be deployed to process the data traffic of request rj in some of
the cloudlets v 2 V , and if there is sufficient residual computing resource
in a cloudlet, a new VNF instance of that type can be instantiated in
cloudlet v as well.
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We then show that if there does not exist a multicast
tree T 0ðjÞ in G0j rooted at sj and spanning all nodes in Dj,
then request rj is inadmissible and should be rejected,
i.e., there is not sufficient resources in G to admit the
request. Assume that a destination node d 2 Dj is not
reachable from sj (or d is not contained in T 0ðjÞ). Assume
that node vl in layer l is the smallest layer from which d is

reachable in G0j with 1 � l � Lj, this implies that there is

not any directed edge from any node in layer l� 1 to

node vl in layer l. Following the construction of G0j, there

are three possibilities for absence of any such an edge: (1)
among all cloudlets in G, either none of them has suffi-
cient computing resource to instantiate a new VNF for
fj;l 2 SFCj; or (2) all existing VNF instances of fl;j in

these cloudlets have less residual processing capacities

for fj;l; or (3) there is not any path in G0 from any node in

layer l� 1 to a node (cloudlet) in layer l due to the lack
of communication bandwidth to meet the bandwidth
requirement of rj. In other words, it is lack of sufficient
resources in G to meet the resource demands of rj, thus,
it will be rejected. tu

Theorem 3. Given an MEC network G ¼ ðV;EÞ with a set V of
APs that each is attached a cloudlet, and an NFV-enabled multi-
cast request rj ¼ ðsj;Dj; rj; SFCjÞ, there is an approximation
algorithm, Algorithm 1, for the cost minimization problem
with an approximation ratio of jDjj�. The algorithm takes

OððLj � jV jÞ
1
�jDjj

2
� þ jV j3Þ time, where Lj (¼ jSFCjj) is the

length of SFCj of request rj, and � is a constant with 0 < � � 1.

Proof. The solution obtained by the proposed algorithm
Algorithm 1 is feasible, which has been shown by
Lemma 1. In the following, we analyze the approximation
ratio of the proposed algorithm. The admission cost of
multicast request rj is the sum of (i) the VNF instance
processing cost; (ii) the VNF instance instantiation cost,
and (iii) the communication bandwidth usage cost. Each
packet of the data traffic of request rj is transferred from
the source node sj to each destination node in Dj while
passing through each VNF instance in its service function
chain SFCj. The sum of these three costs is assigned to
each directed edge in E0j. Thus, the cost of the minimum
Steiner tree T 0ðjÞ found in G0j rooted at sj and spanning
all nodes in Dj, is the minimum admission cost of rj in G.
Following [4], the approximation ratio of the proposed
algorithm for the cost minimization problem for a single
multicast request admission is jDjj�, where � is a constant
with 0 < � � 1.

We finally analyze the time complexity ofAlgorithm 1
as follows. Finding all pairs shortest paths in G0 between
each pair of AP nodes takes OðjV j3Þ time, by invoking the

well-known Floyd-Warshall algorithm. The construction

of the auxiliary directed acyclic graph G0j for each request

rj takesOðLj � jV jÞ time, since there are Lj þ 2 layers inG0j
and each each layer contains OðjV jÞ nodes, assuming

that the number of VNF instances of the same type in
each cloudlet is a small constant, i.e., Oð1Þ. Recall that

Lj ¼ jSFCjj. Finding an approximate multicast tree in G0j
for request rj takes time OðjV 0j j

1
�jDjj

2
�Þ, by applying the

ðjDjj�Þ-approximation algorithm due to Charikar et al. [4].

Thus, the running time of Algorithm 1 is OððLj � jV jÞ
1
� j

Djj
2
� þ jV j3Þwhere � is a constant with 0 < � � 1. tu

5 AN EFFICIENT ALGORITHM FOR THE

THROUGHPUT MAXIMIZATION PROBLEM

In this section, we deal with the throughput maximization
problem, by reducing the problem to the cost minimization
problem in the previous section.

5.1 Algorithm

The proposed algorithm proceeds iteratively. Within each
iteration, a request is admitted if its admission cost is the
minimum one among non-admitted requests. This proce-
dure continues until not any request can be admitted due to
the lack of resources to accommodate any of them.

Specifically, denote by U the set of non-admitted requests,
and costðrjÞ the admission cost of request rj 2 U which is the
cost of the multicast tree T 0ðjÞ constructed in the previous
section. Notice that if an NFV-enabled multicast request is
rejected by Algorithm 1 due to the violation of either all
computing capacities of cloudlets or bandwidth capacities of
links, its admission cost costðrjÞ is set as þ1. The request
then will be removed from the non-admitted request set U
for good. This claim can be proven easily. With more and
more request admissions, the resource utilization ratio in G
increases. If a request cannot be admitted at the current itera-
tion, there must be no sufficient resources to meet its
demands, and it cannot be admitted in any iteration in
future. The detailed algorithm for the throughput maximiza-
tion problem is described in Algorithm 2.

5.2 Time Complexity of the Proposed Algorithm

We now analyze the time complexity of Algorithm 2 for
the throughput maximization problem as follows.

Theorem 4. Given an MEC network G ¼ ðV;EÞ with a set V of
APs inwhich eachAP v is attached a cloudlet of computing capac-
ity Cv, and a set of NFV-enabled multicast requests R ¼ frj ¼
ðsj;Dj; rj; SFCjÞg, there is an algorithm, Algorithm 2, for
the throughput maximization problem, which takes OðjRj2�
ðLmax � jV jÞ

1
� jDmaxj

2
� þ jV j3Þ time, where Lmax is the maximum

length of all service function chains SFCj of any request rj with

1 � j � jRj, jDmaxj ¼ max1�j�jRjfjDjjg, and � is a constant

with 0 < � � 1.

Proof. The time complexity of Algorithm 2 is analyzed as
follows. Within each iteration, each multicast request in
the non-admitted request set U (¼ OðjRjÞ) is examined by
invoking Algorithm 1. There are at most OðjRjÞ itera-
tions, thus the running time of Algorithm 2 is OðjRj2�
ðLmax � jV jÞ

1
� jDmaxj

2
� þ jV j3Þ. Notice that all pairs shortest

paths in G between each pair of AP nodes is calculated

only once. tu

6 AN ONLINE ALGORITHM FOR THE ONLINE

THROUGHPUT MAXIMIZATION PROBLEM

In this section, we study the online throughput maximiza-
tion problem, where NFV-enabled multicast requests arrive
one by one without the knowledge of future request
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arrivals. We first propose an online algorithm for the prob-
lem, through building a novel costmodel to capture dynamic
resource consumptions inG and performing resource alloca-
tions for request admissions based on the built cost model.
We then analyze the competitive ratio and time complexity
of the proposed online algorithm.

Algorithm 2. An Algorithm for the Throughput Maximi-
zation Problem

Input: Given an MEC network G ¼ ðV;EÞ, each cloudlet v 2 V
has computing capacity Cv and each link e 2 E has band-
width capacity Be, and a set of NFV-enabled multicast
requests R ¼ frj ¼ ðsj; Dj; rj; SFCjÞg.

Output: Maximize the network throughput while minimizing
the total admission cost of admitted requests, by deploy-
ing VNF instances in cloudlets and routing data traffic
along its pseudo-multicast tree in G for each admitted
request.

1: flag true;
2: admissionCost 0; /* the cost of all multicast request

admissions */
3: A ;; /* the set of admitted multicast requests */
4: U  R; /* the set of non-admitted requests in R */
5: while flag do
6: cost þ1; /* record the minimum admission cost */
7: rmin  ;; /* record the multicast request with the mini-

mum admission cost */
8: for request rj 2 U do
9: Calculate the admission cost costðrjÞ of request rj, by

invoking Algorithm 1;
10: if rj is rejected then
11: costðrjÞ  þ1; /* reject request rj and its admission

cost is þ1 */
12: U  U n frjg;
13: end if
14: if costðrjÞ < cost then
15: cost costðrjÞ; /* update local variable cost */
16: rmin  rj; /* update local variable rmin */
17: end if
18: end for
19: if cost 6¼ þ1 then
20: admissionCost admissionCostþ cost;
21: A A [ frjg;
22: Create new VNF instances if required by checking the

pseudo-multicast tree T ðjÞ of rj;
23: Update residual resource capacities of all involving

VNF instances, cloudlets, and links in G;
24: else
25: flag false;
26: end if
27: if flag then
28: U  U n frming;
29: end if
30: end while
31: return admissionCost, A;

6.1 The Usage Cost Model of Resources

The basic idea behind the proposed online algorithm is to reg-
ulate an online admission control policy to respond to each
arrived NFV-enabled multicast request by either admitting
or rejecting it, depending on the availability of its demanded

resources and a given admission control policy. We still
make use of the auxiliary directed acyclic graph G0j as an
important data structure for the online throughput maximi-
zation problem. The weight assigned to each edge in G0j here
however is different from its weight in the previous section
that is defined as follows.

We here introduce a resource usage cost model to mea-
sure all different types of resource consumptions of each
VNF instance (processing capacity), each cloudlet (com-
puting resource), and each link (bandwidth resource)
when admitting requests. Given the dynamics of resource
demands of user requests and occupied resource releasing
in the network, there is a need of a cost model to capture
the dynamic consumptions of various resources in the net-
work in order to assist the admissions of future requests
and better utilize the resources. Intuitively, overloaded
resources usually have higher probabilities to be violated
by the resource demands of currently admitted requests,
due to the high dynamics of resource consumptions. This
eventually will affect the admissions of future requests.
Therefore, if a specific type of resource has been highly uti-
lized, it should be assigned a higher usage cost to reduce
its usage in future; otherwise, it should be assigned a
lower usage cost to encourage its usage in future.

The proposed online algorithm examines each incoming
NFV-enabled multicast request one by one. When request rj
arrives, the resource availabilities of the VNF instances of
network functions in its service chain, computing resources
in cloudlets, and bandwidth resources in links will deter-
mine whether it is admissible. Recall that F ðkÞv is the set of
existing VNF instances of type k in cloudlet v. If there is suf-
ficient computing resource in cloudlet v, a new VNF
instance of type k can be instantiated at it. For the sake of
convenience, assume that set F ðkÞv contains the newly instan-
tiated VNF instance of type k as well.

Denote by m
ðkÞ
v;i ðjÞ the residual processing capacity of the

VNF instance i 2 F ðkÞv of type k in cloudlet vwhen request rj

arrives with m
ðkÞ
v;i ð0Þ ¼ mðkÞ initially. If request rj is admitted

and its packets is processed by the VNF instance i, then

m
ðkÞ
v;i ðjÞ ¼ m

ðkÞ
v;i ðj� 1Þ � rj, otherwise, its residual computing

capacity does not change.
As for each network function in service function chain

SFCj of rj, a new VNF instance of it can be instantiated or
an existing VNF instance of it can be shared, a binary vari-

able xð�ðj;lÞÞv is introduced for each network function fj;l in

SFCj with 1 � l � jSFCjj ¼ Lj, where xð�ðj;lÞÞv is 1 if the lth

VNF instance is newly instantiated in cloudlet v; otherwise
0. Then, denote by CvðjÞ the residual computing capacity at

cloudlet v 2 V when request rj arrives with Cvð0Þ ¼ Cv

initially. If request rj is admitted and some VNF instances

are instantiated in cloudlet v, then CvðjÞ ¼ Cvðj� 1Þ�PLj

l¼1 Cðf ð�ðj;lÞÞÞ � xð�ðj;lÞÞv . Similarly, denote by BeðjÞ the resid-
ual bandwidth in link e 2 E when request rj arrives with

BeðjÞ ¼ Beðj� 1Þ � rj � be if request rj is admitted and

Beð0Þ ¼ Be.

To capture the resource usage of request rj, we use an

exponential function to model the cost W
ðkÞ
v;i ðjÞ of processing

packets of rj by the VNF instance i 2 F ðkÞv as follows,
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W
ðkÞ
v;i ðjÞ ¼ mðkÞ a

1�
m
ðkÞ
v;i
ðjÞ

mðkÞ � 1

0
@

1
A; (1)

where a ð> 1Þ is a tuning parameter to be decided later,

and 1�
m
ðkÞ
v;i
ðjÞ

mðkÞ
is the processing capacity utilization ratio in

the VNF instance i when request rj is considered. Similarly,

the cost WvðjÞ of instantiating new VNF instances for

request rj at cloudlet v 2 V and the cost WeðjÞ of using

bandwidth resource at link e 2 B are defined, respectively,

WvðjÞ ¼ Cv b
1�CvðjÞ

Cv � 1

� �
; (2)

WeðjÞ ¼ Be g
1�BeðjÞ

Be � 1

� �
; (3)

where b ð> 1Þ and g ð> 1Þ are tuning parameters to be

decided later, and 1� CvðjÞ
Cv

and 1� BeðjÞ
Be

are the resource uti-

lization ratios in cloudlet v and link e, respectively, when

request rj is considered. In order to encourage the sharing

of VNF instances among multicast requests, we assume that

the cost of creating a new VNF instance is much higher than

the cost of processing capacity usage, i.e., b� a.

We then define the normalized usage cost v
ðkÞ
v;i ðjÞ of each

VNF instance i 2 F ðkÞv in cloudlet v for request rj as follows,

v
ðkÞ
v;i ðjÞ ¼W

ðjÞ
v;i ðjÞ=mðkÞ ¼ a

1�
m
ðkÞ
v;i
ðjÞ

mðkÞ � 1: (4)

Similarly, the normalized usage costsvvðjÞ at each cloudlet
v 2 V andveðjÞ at each link e 2 E for request rj are defined as
follows,

vvðjÞ ¼WvðjÞ=Cv ¼ b
1�CvðjÞ

Cv � 1; (5)

veðjÞ ¼WeðjÞ=Be ¼ g
1�BeðjÞ

Be � 1: (6)

Having defined the usage costs of different resources inG,
now consider the current incoming NFV-enabled multicast
request rj, we construct an auxiliary graph G0j ¼ ðV 0j ; E0jÞ
which is almost identical to the one for the cost minimization
problem. The difference lies in the weight assignment of
edges in G0j. Specifically, here the weight assigned to each
directed edge in E0j is the sum of the three normalized con-
stituent usage costs defined in (4), (5), and (6), respectively.
That is, each edge ðx; yÞ 2 E0j has a weight

wðx; yÞ ¼ vð�ðj;lÞÞv;y ðjÞ þ vvðjÞ þ
X

e2P ðu;vÞ
veðjÞ; (7)

assuming that x is a VNF instance in level l� 1 deployed in
cloudlet u, y is a VNF instance in level l deployed in cloudlet
v, P ðu; vÞ is a shortest path in G between cloudlets u and v.

To avoid admitting requests that consume too much
resources, thereby undermining the performance of the MEC,
we adopt the following admission control policy. If (i) the sum
of normalized usage costs of the VNF instances in its service
function chain is greater than a given threshold s1, i.e.,

P
v2VPLj

l¼1
P

i2F ð�ðj;lÞÞv
v
ð�ðj;lÞÞ
v;i ðjÞ > s1, where Lj ¼ jSFCjj; or (ii) the

sum of normalized usage costs of its VNF instantiations is

greater than another given threshold s2,
P

v2V vvðjÞ > s2; or
(iii) the sum of normalized usage costs of its bandwidth in
links is greater than the third threshold s3,

P
e2E veðjÞ > s3,

request rj will be rejected, where s1 ¼ s2 ¼ s3 ¼ n, and
n ¼ jV j. The detailed algorithm for the online throughput
maximization problem is given inAlgorithm 3.

Algorithm 3. Online Algorithm for the Online Through-
put Maximization Problem

Input: An MEC network G ¼ ðV;EÞ with a set V of APs, each
v 2 V is attached a cloudlet with computing capacity Cv, a
sequence of NFV-enabled multicast requests rj ¼ ðsj; Dj; rj;
SFCjÞ arriving one by one without the knowledge of future
arrivals.

Output: Maximize the network throughput by admitting or
rejecting each arrived request rj immediately. If rj admit-
ted, a pseudo-multicast tree T ðjÞ for rj in G from source
node sj to a set of destination nodes inDj will be delivered.

1: while request rj arrives do

2: A subgraph G0 of G is constructed by removing each
edge with residual bandwidth capacity less than rj � be;

3: Construct the auxiliary graph G0j ¼ ðV 0j ; E0jÞ for request rj,
assign a weight to each edge in E0j according to Eq. (7);

4: Find an approximate multicast tree T 0ðjÞ in G0j rooted at
sj and spanning all nodes inDj, by applying the approxi-
mation algorithm on G0j due to Charikar et al. [4];

5: if T 0ðjÞ does not exist then
6: Reject request rj;
7: else
8: Determine whether rj will be accepted by the admis-

sion control policy;
9: if rj is admissible then
10: A pseudo-multicast tree T ðjÞ in G is derived from

T 0ðjÞ, by replacing each edge in T 0ðjÞ by the edges in
its corresponding shortest path in G;

11: If a VNF instance in a cloudlet is to be instantiated,
create the new VNF instance;

12: Update residual resource capacities of VNF instances,
links and cloudlets inG;

13: end if
14: end if
15: end while

6.2 Algorithm Analysis

We now analyze the competitive ratio and time complexity
of the proposed online algorithm, Algorithm 3. We first
show the upper bound on the total cost of admitted requests.
We then provide a lower bound on the cost of a rejected
request by Algorithm 3 but admitted by an optimal offline
algorithm. We finally derive the competitive ratio of
Algorithm 3.

Lemma 2. Given an MEC network G ¼ ðV;EÞ, with each cloud-
let v 2 V has computing capacity Cv and a set E of links that
each link e 2 E has bandwidth capacity Be, denote by AðjÞ the
set of NFV-enabled multicast requests admitted by the algo-
rithm, Algorithm 3, until the arrival of request rj. Then, the
cost sums of VNF instances, cloudlets, and links when multi-
cast request rj arrives are
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X
v2V

XLj

l¼1

X
i2F ð�ðj;lÞÞv

W
ð�ðj;lÞÞ
v;i ðjÞ � 2n loga � BðjÞ; (8)

X
v2V

WvðjÞ � 2nLmax logb � jAðjÞj � CðfmaxÞ; (9)

X
e2E

WeðjÞ � 2n log g � BðjÞ; (10)

respectively, provided that the maximum length Lmax of any
service function chain is no greater than n, i.e., Lmax ¼

max1�j0�jfjSFCj0 jg � n, and rj0 �
min1�l�Lj0

fmð�ðj0 ;lÞÞg
loga ,

PLj0
l¼1 C

ðfð�ðj0;lÞÞÞ � xð�ðj0;lÞÞv � minv2V Cv
logb , rj0 � be �

mine2EBe
log g with 1 � j0

� j, where
PLj0

l¼1 Cðf ð�ðj
0;lÞÞÞ � xð�ðj0;lÞÞv is the computing

resource being occupied by newly instantiated VNF instances
in cloudlet v for request rj0 , BðjÞ is the accumulative band-
width resource being occupied by the admitted requests, i.e.,
BðjÞ ¼

P
rj0 2AðjÞ

rj0 � be, and CðfmaxÞ is the maximum com-
puting resource required among all VNF instance types, i.e.,
CðfmaxÞ ¼ max1�k�KfCðfðkÞÞg.

Proof. Consider a request rj0 2 AðjÞ admitted by Algo-

rithm 3. For any VNF instance i 2 F ðkÞv , we have

W
ðkÞ
v;i ðj0 þ 1Þ �W

ðkÞ
v;i ðj0Þ

¼ mðkÞ a
1�

m
ðkÞ
v;i
ðj0þ1Þ

mðkÞ � 1

0
@

1
A� mðkÞ a

1�
m
ðkÞ
v;i
ðj0 Þ

mðkÞ � 1
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rj0
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loga � 1

� �

� mðkÞa
1�

m
ðkÞ
v;i
ðj0 Þ

mðkÞ �
rj0

mðkÞ
� loga

(11)

¼ a
1�

m
ðkÞ
v;i
ðj0Þ

mðkÞ � rj0 � loga; (12)

where Ineq. (11) holds due to that 2a � 1 � a for 0 � a � 1.

Similarly, for any cloudlet v 2 V , we have Wvðj0 þ 1Þ�
Wvðj0Þ � b

1�Cvðj0 Þ
Cv ð

PLj0
l¼1 Cðfð�ðj

0;lÞÞÞ � xð�ðj0;lÞÞv Þlogb and for

any link e 2 E, we have Weðj0 þ 1Þ �Weðj0Þ � g
1�Beðj0Þ

Be �
rj0 � be � log g.

We then calculate the cost sum of all VNF instances
when admitting request rj0 . The difference of the cost sum
of VNF instances before and after admitting request rj0 is

X
v2V

XLj0

l¼1

X
i2F ð�ðj

0 ;lÞÞ
v

W
ðkÞ
v;i ðj0 þ 1Þ �W

ðkÞ
v;i ðj0Þ

¼
XLj0

l¼1
W
ðkÞ
v;i ðj0 þ 1Þ �W

ðkÞ
v;i ðj0Þ

(13)

�
XLj0

l¼1
a
1�

m
ð�ðj0 ;lÞÞ
v;i

ðj0Þ

mð�ðj0 ;lÞÞ � rj0 � loga; by Ineq. (12)

¼ rj0 � loga
XLj0

l¼1
a
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m
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mð�ðj0 ;lÞÞ ;

¼ rj0 � loga
XLj0

l¼1
ða

1�
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ð�ðj0 ;lÞÞ
v;i

ðj0Þ

mð�ðj0 ;lÞÞ � 1Þ þ
XLj0

l¼1
1

0
@

1
A

¼ rj0 � loga
XLj0

l¼1
v
ðkÞ
v;i ðj0Þ þ Lj0

0
@

1
A

� 2nrj0 � loga:

(14)

Ineq. (12) holds since
Pn

i¼1 Ai �Bi �
Pn

i¼1 Ai �
Pn

i¼1 Bi,

for all Ai � 0 and Bi � 0. Eq. (13) holds due to that for

each network function fj0;l, only one VNF instance is

employed to process data traffic of request rj0 . Ineq. (14)

holds due to the fact that if request rj0 is admitted, the

admission control policy is met, i.e.,
PLj0

l¼1 v
ð�ðj0;lÞÞ
v;i ðj0Þ ¼

PLj0

l¼1 a
1�

m
ð�ðj0 ;lÞÞ
v;i

ðj0Þ

mð�ðj0 ;lÞÞ � 1 � s1 ¼ n, and the length of service

function chain of request rj0 is less than the number of

APs, i.e., jSFCj0 j ¼ Lj0 � Lmax � n.

Similarly, the difference of the cost sum of cloudlets
before and after admitting request rj0 is

P
v2V Wvðj0þ

1Þ �Wvðj0Þ � 2nLj0 � CðfmaxÞ � logb, where CðfmaxÞ is the
maximum computing resource consumption of any VNF
instance f ðkÞ, 1 � k � K in theMEC. And the difference of
the cost sum of links before and after admitting request rj0
is
P

e2E Weðj0 þ 1Þ �Weðj0Þ � 2nrj0 � be � log g.
The cost sum of VNF instances for request admissions

when rj arrives thus is

X
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X
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X
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X
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ðW ðkÞ
v;i ðj0 þ 1Þ �W
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v;i ðj0ÞÞ

�
X

rj0 2AðjÞ
2nrj0 � loga; by Ineq. (14)

¼ 2n loga
X

rj0 2AðjÞ
rj0

¼ 2n loga � BðjÞ;

(15)

where Eq. (15) follows from the fact that if a request is not
admitted, none of the processing capacity of any VNF
instance will be consumed.

Similarly, the cost sum of cloudlets for request admis-
sions when rj arrives is

P
v2V WvðjÞ � 2nLmaxlogb � jAðjÞj�

CðfmaxÞ, and the cost sum of links for request admissions
when rj arrives is

P
e2E WeðjÞ � 2n log g � BðjÞ. tu

Wenowprovide a lower bound on theweight of a rejected
request by Algorithm 3 but admitted by an optimal offline
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algorithm denoted by OPT . Before we proceed, we choose
appropriate values for a, b, and g prior to the arrival of any
request rj and VNF instance k, 1 � k � K as follows.

2nþ 2 � a � min
1�k�K

f2
mðkÞ
rj g (16)

2nþ 2 � b � min
1�k�K

min
v2V
f2

Cv

CðfðkÞÞg (17)

2nþ 2 � g � min
e2E
f2

Be
rj �beg: (18)

Lemma 3. Let T ðjÞ be the set of requests that are rejected by
Algorithm 3 but admitted by the optimal offline algorithm
OPT prior to the arrival of request rj. Then, for any request
rj0 2 T ðjÞ, we have

X
v2V

XLj0

l¼1

X
i2F ð�ðj

0 ;lÞÞ
v

v
ð�ðj0;lÞÞ
v;i ðj0Þ þ

X
v2V

vvðj0Þ þ
X
e2E

veðj0Þ

> minfs1; s2; s3g ¼ n:

Proof. Consider a request rj0 that is admitted by the optimal
offline algorithm OPT yet rejected by Algorithm 3. A
request r0j will be rejected by Algorithm 3 by one of the
four cases: (1) at least one VNF instance does not have suf-
ficient processing capacity to admit request rj0 ; (2) there is
no sufficient computation resource in cloudlets to create
new VNF instances for request rj0 as required; (3) there is
no sufficient bandwidth in G for routing its data traffic; or
(4) the sum of normalized usage costs is too high, in other
words, the admission control policy is notmet.

Case (1). At least one VNF instance i0 of type k0 in
cloudlet v0 does not have sufficient processing capacity to

process data traffic of request rj0 , i.e., m
ðk0Þ
v0;i0 ðj0Þ < rj0 . We

then have

X
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XLj0
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X
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1�
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ðk0Þ
v0;i0 ðj

0Þ < rj0

� a
1� 1

loga � 1 ¼ a

2
� 1 � n; by Ineq. (18):

(19)
Case (2). At least one cloudlet v0 2 V does not have

sufficient capacity to create a new instance for a VNF of
type k0 in SFCj0 as required, i.e., Cv0 ðj0Þ < Cðf ðk0ÞÞ. Simi-

larly, we have
P

v2V vvðj0Þ � vv0 ðj0Þ � b
2 � 1 � n.

Case (3). If request rj0 is rejected, then there is an edge
e0 2 E that does not have sufficient residual bandwidth
to accommodate the request. This implies that Be0 ðj0Þ <
rj0 � be. Therefore, the normalized cost sum of E is greater
than s3, i.e.,

P
e2E veðj0Þ � ve0 ðj0Þ � g

2 � 1 � n.

Case (4). Although there are sufficient resources to
admit request rj0 , rj0 is rejected by Algorithm 3 due to
not meeting the admission control policy. That is

X
v2V

XLj0

l¼1

X
i2F ð�ðj

0 ;lÞÞ
v

v
ð�ðj0;lÞÞ
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X
e2E

veðj0Þ

> minfs1; s2; s3g ¼ n:

(20)

Lemma 3 thus follows. tu

We finally analyze the competitive ratio of Algorithm 3.

Theorem 5. Given an MEC network G ¼ ðV;EÞ with a set V of
APs in which each v 2 V is attached a cloudlet with computing
capacity Cv, each link e 2 E has bandwidth capacityBe, there is
an online algorithm, Algorithm 3, with competitive ratio of
OðlognÞ for the online throughput maximization problem, and

the algorithm takes OððLj � jV jÞ
1
� jDjj

2
�Þ time to admit each

request rj where n ¼ jV j, Lj ¼ jSFCjj, and � is a constant with
0 < � � 1.

Proof. Denote byDmax and rmax themaximum cardinality of
destination set Dj0 and the maximum packet rate of
request rj0 among all requests respectively, prior to the
arrival of request rj, i.e., Dmax ¼ max1�j0�jfDj0 g, and
rmax ¼ max1�j0�jfrj0 g. We first analyze the competitive
ratio of the proposed online algorithm. We here abuse the
notationOPT to denote the optimal offline algorithmOPT
and the number of requests admitted by it. Let AðjÞ be the
set of admitted requests when request rj arrives, we have

n

D�
max

ðOPT � jAðjÞjÞ � n

D�
max

X
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1

�
X
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(21)
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rmaxlogaþ Lmax � CðfmaxÞlogbþ rmax � belog g

�
:

(24)
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Ineq. (21) holds since Dmax � 1, and 0 < � � 1, thus
D�

max � 1. Ineq. (22) holds since the resource utilization
ratio does not decrease and thus the usage cost of each
VNF instance, each cloudlet, and each link does not
decrease with more request admissions. Ineq. (23) holds
because

Pm
i¼1

Pn
j¼1 Ai �Bj �

Pm
i¼1 Ai �

Pn
j¼1 Bj, for all

Ai � 0 and Bj � 0. Ineq. (24) holds because all algo-

rithms, including the optimal offline algorithm OPT , the

accumulated usage of resources in any VNF instance,

cloudlet and link is no greater than its capacity.
Recall that AðjÞ is the set of requests admitted by

Algorithm 3, and T ðjÞ is the set of requests rejected by
Algorithm 3 but accepted by the optimal offline algo-

rithm OPT . We have OPT�jAðjÞj
jAðjÞj � 2D�

maxðrmax logaþ
Lmax � CðfmaxÞ logb þ rmax � belog gÞ. Thus, we have
OPT
jAðjÞj � 2D�

maxðrmax loga þ Lmax � CðfmaxÞlogbþ rmax �
belog gÞ þ 1 ¼ OðlognÞwhen a ¼ b ¼ g ¼ OðnÞ.

We finally analyze the time complexity of Algo-

rithm 2. The construction of auxiliary graph G0j takes

OðLj � jV j þ jEjÞ time. It takesOðjV 0j j
1
� jDjj

2
�Þ time to find an

approximate Steiner tree in G0j for each request rj, by

invoking the approximation algorithm in [4]. Algo-

rithm 2 therefore takes time OððLj � jV jÞ
1
� jDjj

2
�Þ for each

request admission, where � is a constant with 0 < � � 1.tu

7 PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
algorithms for the admissions of NFV-enabled multicasting
requests through experimental simulations. We also investi-
gate the impact of important parameters on the perfor-
mance of the proposed algorithms.

7.1 Experiment Settings

We consider an MEC network G ¼ ðV; EÞ consisting of
from 10 to 250 APs (cloudlets). All network topologies are
generated by the tool GT-ITM [7]. The computing capacity
of each cloudlet is set in the range from 2; 000 MHz to
5; 000 MHz [12], while the bandwidth capacity of each link
varies from 2; 000 Mbps to 20; 000 Mbps [14]. The number of
different types of network functions K is set at 30. The com-
puting resource demand of each network function is set
from 300 MHz to 600 MHz randomly, and their processing
rate is also randomly drawn from 50 to 100 data packets per
millisecond [20]. Recall that the admission cost of an NFV-
enabled multicast request consists of three components: the
VNF instance processing cost, the VNF instance instantiation
cost, and the bandwidth usage cost, where the instantiation
cost of a VNF instance in a cloudlet is randomly drawn in the
interval ½0:50; 2:0	, while the processing cost of per packet by
a VNF instance is a random value drawn from ½0:01; 0:1	 [24].
The routing cost per data packet along a link is a value drawn
randomly from the interval ½0:01; 0:1	. To generate request rj,
one AP node in V is randomly selected as its source sj, and a
set of AP nodes in V are randomly chosen as its destination
setDj. The data packet rate is drawn from 2 to 10 packets per
millisecond [15], where each data packet is of size 64KB.
The length of its service function chain is set from 5 to 20,
and each network function is randomly drawn from the K

types. The value in each figure is the mean of the results out
of 30 MEC instances of the same size. The running time of an
algorithm is obtained on a machine with 4.0 GHz Intel i7
Quad-core CPU and 32GBRAM.Unless otherwise specified,
these parameters will be adopted in the default setting.

In the following, we first evaluate the performance of
Algorithm 1 for the minimum cost problem against three
baseline heuristics CostMinGreedy, ExistingGreedy,
andNewGreedy. Algorithm CostMinGreedy considers net-
work functions in the service function chain one by one, it
always chooses the cloudletwith the theminimumadmission
cost (including the processing cost, instance instantiation
cost, and routing cost) for the next network function. Algo-
rithm ExistingGreedy considers network functions one
by one and tries to admit the request by existing VNF instan-
ces with the minimum admission cost as long as there is a
VNF instance with sufficient residual processing capacity,
while algorithm NewGreedy always aims to instantiate a
new VNF instance for the request providing sufficient
computation resource in a cloudlet.We then evaluate the per-
formance of Algorithm 2 against a baseline heuristic Ran-
domSelect for the throughput maximization problem,
where algorithm RandomSelect randomly chooses an
unexamined request, and randomly selects available VNF
instances for its service function chain. If the request is admit-
ted, the residual capacities of cloudlets, and links in the net-
work are updated. This process continues until all requests
are examined. We finally evaluate the performance of Algo-
rithm 3 against a benchmark OnlineLinear for the online
throughput maximization problem, where for each arrived
request, algorithm OnlineLinear first excludes those VNF
instances, cloudlets and links that do not have sufficient
residual resources to accommodate the admission of the
request from the consideration, it then assigns a cost to each
VNF instance, each cloudlet, and each link, and constructs an
auxiliary directed acyclic graph for the request. It finally finds
a multicast tree rooted at the source node and spanning all
destination nodes for the request.

7.2 Performance Evaluation of Algorithms

We first investigate the performance of Algorithm 1
against that of three baseline heuristics CostMinGreedy,
ExistingGreedy, and NewGreedy, for the cost minimiza-
tion problem of a single NFV-enabled request admission, by
varying the network size from 10 to 250. Fig. 4 illustrates the
admission cost and running time of the four mentioned
algorithms. From Fig. 4a, we can see that Algorithm 1
achieves a much lower admission cost than those three
benchmarks. Specifically, Algorithm 1 is only 43.1, 24.0,
and 14.4 percent of the admission costs of algorithms New-
Greedy, ExistingGreedy, and CostMinGreedy, respec-
tively, when the network size is 250. The reason behind is
that Algorithm 1 jointly considers the placement of VNF
instances and data traffic routing for a request admission, it
also makes a smart decision between using an existing VNF
instance or creating a new VNF instance. Fig. 4b plots the
running time curves of the four comparison algorithms. It
can be seen that algorithm NewGreedy achieves the least
running time, as it gives priority to create new VNF instan-
ces in cloudlets, while Algorithm 1 takes the most running
time due to the fact that it strives for finding a multicast tree
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with the least cost while passing through VNFs in its service
function chain at the same time.

We then study the performance of Algorithm 2 against
a heuristic RandomSelect for the throughput maximiza-
tion problem, by varying the network size from 10 to 250
for a set of 12,000 NFV-enabled multicast requests. Fig. 5
plots the performance curves of the two algorithms. It can
be seen from Fig. 5a that Algorithm 2 outperforms the
benchmark RandomSelect in all cases, and their perfor-
mance gap becomes larger and larger with the increase
on network size. Specifically, the network throughout
achieved by Algorithm 2 is 14.7 and 29.6 percent higher
than that by algorithm RandomSelect and the admission
cost by Algorithm 2 is 10.4 and 21.1 percent higher than
that by algorithm RandomSelect, when the network size

is set at 50 and 250, respectively. Fig. 5b depicts the run-
ning times of the two mentioned algorithms. It can be
seen that Algorithm 2 takes a longer time than that of
algorithm RandomSelect for finding a more accurate
solution.

7.3 Performance Evaluation of the Online Algorithm

We now evaluate the performance of Algorithm 3 for the
online throughput maximization problem, by varying the
network size from 10 to 250 for a sequence of 10,000 requests.
Fig. 6 plots the performance curves of different algorithms,
from which we can see that Algorithm 3 outperforms the
baseline algorithm OnlineLinear in all cases, and Algo-

rithm 3 can admit 38.6 percent more requests than that by
algorithm OnlineLinear when the network size is 200.
Fig. 6c shows the running time of the two comparison
algorithms.

We then investigate the scalability of Algorithm 3, by
varying the number of cloudlets from 200 to 1,600 for a
sequence of 40,000 NFV-enabled multicast requests while
setting the length of request service function chains between
15 and 20. Fig. 7 shows that its performance for a large-scale
network is similar to it for moderate-size networks. That is,
Algorithm 3 achieves a much higher network throughput
than that algorithm OnlineLinear achieves in all cases,
while the increase on the admission cost is minimal.

Fig. 5. Performance of Algorithm 2, and RandomSelect, by varying the network size from 10 to 250.

Fig. 4. Performance of Algorithm 1, CostMinGreedy, Exist-

ingGreedy, and NewGreedy, by varying the network size.

Fig. 6. Performance of Algorithm 3 and OnlineLinear by varying the network size from 10 to 250.

Fig. 7. Scalability performance of Algorithm 3 and OnlineLinear by varying the network size from 200 to 1,600.
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We finally study the impact of the admission control vari-
ables s1, s2, and s3 on the performance of Algorithm 3.
Fig. 8 plots the performance curves of Algorithm 3 with
and without adopting the admission control policy, from
which it can be seen that less numbers of requests can be
admitted if no admission control policy is adopted. When
the network size is 100, Algorithm 3 admits 40.4 percent
more requests than itself without adopting the admission
control policy. Furthermore, the performance gap of Algo-
rithm 3 with and without the admission control policy
becomes larger and larger with the increase in network size.
This is due to that in large networks, the size of the destina-
tion set of each request can be very large, and the distance
between the source node and a destination node of the
request can be quite long, thus consumingmuch more band-
width resource for routing the data traffic of the request,
while Algorithm 3 is able to reject those requests with large
admission costs, thereby enabling to admit more requests in
future to achieve a larger throughput. Fig. 8b shows that the
admission costs of Algorithm 3 with and without the
admission control policy.

8 CONCLUSION

In this paper, we studied NFV-enabled multicast request
admissions in a mobile edge cloud network, by formulating
three novel optimization problems. We first proposed an
approximation algorithm with approximation ratio for the
cost minimization problem of a single multicast request
admission. We then proposed an efficient algorithm for the
throughput maximization problem of admitting a given set
of multicast requests by reducing the problem to the cost
minimization problem. We also studied the online through-
put maximization problem where NFV-enabled multicast
requests arrive one by one without the knowledge of future
arrivals, for which we devised an online algorithm with a
provable competitive ratio. We finally evaluated the perfor-
mance of the proposed algorithms through experimental
simulations. Simulation results demonstrate that the pro-
posed algorithms are very promising, and exhibits better
performance compared with their counterparts.
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