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Abstract

In this paper we consider on-line disjoint path routing in energy-constrained ad hoc networks. The objective is to max-
imize the network capacity, i.e. maximize the number of messages routed successfully by the network without any knowl-
edge of future disjoint path connection request arrivals and generation rates. Specifically, in this paper we first present two
centralized on-line algorithms for the problem. One is based on maximizing local network lifetime, which aims to minimize
the transmission energy consumption, under the constraint that the local network lifetime is no less than y times of the
optimum after the realization of each disjoint path connection request, where y is constant with 0 <y < 1. Another is based
on the exponential function of energy utilization at nodes, and the competitive ratio of this latter algorithm is also analyzed
if admission control mechanism is employed. We then conduct extensive experiments by simulations to analyze the per-
formance of the proposed algorithms, in terms of network capacity, network lifetime, and the transmission energy con-
sumption for each disjoint path connection request. The experimental results show that the proposed algorithms
outperform those existing algorithms that do not take into account the power load balancing at nodes in terms of max-
imizing the network capacity.
© 2005 Elsevier B.V. All rights reserved.
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1. Introduction equipped with energy-limited batteries. In such a

network each mobile node serves as both a host to

In recent years, the multi-hop wireless ad hoc
network (ad hoc network for short) has been receiv-
ing significant attention due to its potential applica-
tions from civil to military domains. An ad hoc
network consists of a collection of mobile nodes

* Corresponding author. Tel.: +61 2 6125 3019; fax: +61 2 6125
0010.
E-mail address: wliang@cs.anu.edu.au (W. Liang).

process information and a router to transmit and
receive messages from other mobile nodes within
its transmission range. The communication between
two mobile nodes in the network can be either in a
single hop transmission in which case both nodes
are within the transmission ranges of each other
or in multi-hop transmission where the message is
relayed by intermediate mobile nodes. In general,
nodes in ad hoc networks are mobile as well, though
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in this paper we primarily concern with relatively
static ad hoc networks, a prevalent example of
which is the sensor network.

The motivations for finding energy efficient
multiple disjoint paths in ad hoc networks are as
follows.

First, there is a great need for reliability in ad hoc
networks, which stems from the unpredictable
nature of the wireless environment. Unlike its wired
counterpart, the ad hoc network is more easily
prone to either link failures due to channel fading
or obstructions, or node failures due to node power
expired or node mobility. As a result, the routing
path will break down. To increase the routing resil-
iency against link or/and node failures, one way is
to route a message from a source node to a destina-
tion node along multiple disjoint paths simulta-
neously. Thus, the destination node is still able to
receive the message even if there is one survivable
routing path. This is especially true in real-time data
transmission, whereby if a message routes along a
single path, just one node or link failure suffices to
cause path failure and transmission interruption.

Second, secure communication is an especially
significant challenge in ad hoc networks. The dis-
tinctive feature of ad hoc networks is that mobile
nodes need to collaborate with their peers in sup-
porting the network functionality. In such an envi-
ronment, malicious or selfish nodes can disrupt or
even deny the communications of potentially any
other node in the network, because every node in
the network is not only entitled, but also in fact
required, to assist the network establishment, the
network maintenance, and the network operation.
The challenge in addressing these security vulnera-
bilities is due to the particular ad hoc networks
characteristics and due to the fact that traditional
security mechanisms may not be applicable. There-
fore, to secure the message transmission in ad hoc
networks, one possible solution is to partition the
message into a certain number of segments and
route the segments along multiple disjoint paths to
the destination, the message is then restored at the
destination by reassembling these segments, one
such a protocol called secure message transmission
protocol was proposed recently [18].

Finally, mobile nodes, especially sensors, tend to
use small batteries for energy supply that are in
many instances non-replenishable. It is well known
that wireless communication consumes the signifi-
cant amount of battery energy [9]. The limited
battery lifetime imposes a strict constraint on the

network performance, and energy conservation in
such networks is a vital factor to prolong the net-
work lifetime. Therefore, one of the optimization
objectives of multiple disjoint path routing is to
minimize the total transmission energy consumption
at nodes in the multiple disjoint paths. One popular
strategy for finding k (k > 1) disjoint paths is to
find the first k shortest paths in the network in terms
of transmission energy consumption. However, in
practice this strategy may not work at all because
(1) it may miss some routing paths even if they exist;
and (ii) the critical nodes that are located in the
shortest paths will expend their power very quickly,
which will lead to the network partitioned easily
even if the other nodes may have plenty of residual
energy.

1.1. Related work

In ad hoc networks, energy efficiency is para-
mount of importance. Energy-aware routing opti-
mization has been addressed in recent years. Most
of them focus on broadcast/multicast routing with
minimizing the total energy consumption [2—
4,7,14,26,27]. However, in many practical applica-
tions, the general interest to a given routing problem
is not only to minimize the total transmission energy
consumption but also to maximize the lifetime at
nodes due to the fact that the failure of a node (run-
ning out of its battery) may lead to the network par-
titioned and any further service will be interrupted.
To avoid the node extinction, any energy-efficient
routing algorithm should distribute the transmission
energy load evenly among the nodes to prolong the
network lifetime. This leads to the network lifetime
concept, which is referred as to the time of the first
node failure [6]. There are several studies that aim to
prolong the network lifetime [6,5,10]. For example,
Chang and Tassiulas [6,5] proposed maximizing
network lifetime for on-line unicast through avoid-
ing using low power nodes and choosing a shortest
path in terms of energy consumption if the packet
rate in the network is given in advance. Kang and
Poovendran [10] considered maximizing network
lifetime for the broadcast tree problem. Gupta and
Kumar [8] discussed the critical power at which a
node needs to transmit in order to ensure the net-
work is connected.

In reality, for a given connection request, either
minimizing the transmission energy consumption
or maximizing the network lifetime is insufficient,
in terms of saving energy and prolonging the
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network lifetime. The better way is to take both of
them into consideration. There are a number of
studies for broadcast requests that tradeoff the two
optimization objectives very well [28,10]. The work
closely related to this study is given by Li et al.
[13] who considered on-line unicasting, which aims
to maximize the network lifetime while keeping
the total energy consumption for each connection
request is bounded. Liang and Yang [15] provided
an improved algorithm for the problem which
improves the running time in [13]. Sankar and Liu
[22] recently provided an analytical solution for
the problem, using the multicommunity flow
approach. Kar et al. [11] re-examined on-line uni-
casting by introducing the network capacity concept,
which aims to maximize the total number of connec-
tion messages successfully routed by the network
without any knowledge of future message arrivals
and generation rates. They devised an on-line algo-
rithm for the problem with a provably guaranteed
competitive ratio, using the ideas developed for
wired networks [20].

Although several multiple disjoint path routing
protocols for ad hoc networks have been proposed
[12,16,19,21], none of these protocols incorporate
energy efficiency into consideration in the design
of routing protocols. Srinivas and Modiano [23] first
considered minimum-energy node/edge-disjoint
path problem in ad hoc networks with an objective
to minimize the total transmission energy consump-
tion for each node/edge-disjoint path connection
request. They provided an algorithm for finding
minimum-energy k node-disjoint paths with any
k > 2 and an algorithm for finding minimum-
energy two edge-disjoint paths. In contrast, it is well
known that the k node-disjoint path problem in a
wired network can be reduced to the k edge-disjoint
path problem in another wired network for any
given k, 1 < k < n — 1, while this reduction in wire-
less ad hoc networks seems not working at all. It can
be seen whether finding minimum-energy k edge-
disjoint paths is polynomially solvable with any
k = 3 is still open, despite that finding minimum-
energy k node-disjoint paths is polynomially solv-
able with any k£ > 1. In this paper we will focus
on the design of on-line algorithms for a sequence
of disjoint path connection requests in energy-con-
strained ad hoc networks, assuming the request
sequence is unknown in advance. Our objective is
to maximize the total number of disjoint path con-
nection messages successfully routed by the network
without any knowledge of future message arrivals

and generation rates. We refer to this problem as
the network capacity maximization problem for on-
line disjoint path connection, which is equivalent
to minimizing the number of disjoint path connec-
tion messages that cannot be routed for the
unknown sequence of disjoint path connection
requests.

The motivation behind the concerned problem is
twofold. For a given disjoint path connection
request, on one hand, we would like to route a mes-
sage along two disjoint paths with the maximal min-
imum fraction of residual power after the message
transmitted, which means that the message will be
routed along the paths consisting of high residual
power nodes. The cost associated with this
approach may be expensive because too much
power consumption will decrease the overall power
level of the system and thus will shorten the network
lifetime. On the other hand, we would like to route
the message along two disjoint paths with minimiz-
ing the total transmission energy consumption. If
the message is always routed along two paths with
the minimum energy consumption, it may lead to
that some critical nodes located in the routing paths
will expend their power very soon, and the network
is then partitioned. Therefore, it is generally difficult
to find two node/edge-disjoint paths for the request
that meet these two opposite optimization objec-
tives simultaneously. As a matter of fact, any algo-
rithm for the problem is a trade-off between the two
optimization objectives. Unlike the work given by
Srinivas and Modiano [23] that aims to minimize
the total transmission energy consumption for a
given disjoint path connection request, our objective
is to maximize the network capacity through rout-
ing each message along power load-balanced,
energy-efficient two node/edge-disjoint paths for
an unknown sequence of node/edge disjoint path
connection requests. This means that the network
capacity is maximized after the realization of a
sequence of node/edge-disjoint path connection
requests, despite that the total transmission energy
consumption for a specific node/edge-disjoint path
connection request may not be optimal.

1.2. Contributions

In this paper we study on-line disjoint path
routing for network capacity maximization by pro-
posing two centralized on-line algorithms. One is
based on minimizing the transmission energy con-
sumption of the two node/edge-disjoint paths for
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each node/edge disjoint path connection request,
with the constraint that the local network lifetime
is no less than y times of the optimum, where 7y is
constant with 0 <7y < 1. Another is based on the
exponential function of energy utilization at nodes,
which delivers a solution with a provably guaran-
teed competitive ratio. We also conduct extensive
experiments by simulations to analyze the perfor-
mance of the proposed algorithms against the
existing algorithms in terms of network capacity,
network lifetime, and the transmission energy
consumption per disjoint path connection request.
The experimental results demonstrate that (i) the
proposed algorithms outperform those existing
algorithms that do not take into account the power
load balancing at nodes, in terms of prolonging the
network capacity for the concerned problem. (ii)
The performance of the on-line algorithm based
on maximizing local network lifetime with y ~ 0.8
outperforms all the other algorithms.

The rest of the paper is organized as follows. In
Section 2 the wireless communication model and
problem definitions are introduced. In Section 3
algorithms for finding two maximal minimum
node/edge-disjoint paths in ad hoc networks are
proposed. In Section 4 two on-line algorithms for
the problem with network capacity maximization
are given. In Section 5 extensive experiments by
simulations are conducted in order to compare the
performance of the proposed algorithms against
the existing algorithms. The conclusion is given in
Section 6.

2. Preliminaries
2.1. Wireless communication model

We consider a wireless network consisting of n
nodes that have omnidirectional antennas and can
vary their transmission power dynamically. Specifi-
cally, each node has a maximum transmission
power level &n.x and the transmission can take
place at any power level in the range [0, &max]. In
other words, the wireless ad hoc network can be
modeled by a directed graph M = (N, A), where N
is the set of nodes with |N| = n and there is a direc-
ted edge (u,v) in A4 if node v is within the transmis-
sion range of u when u uses its maximum power
level to broadcast a message. For a transmission
from node u to node v, separated by a distance
d, ., to guarantee that v is within the transmission
range of u, the transmission power at node u is mod-

eled to be proportional to d, ,, assuming that the

proportionality constant is 1 for notational simplic-
ity, where « is a parameter that typically takes on a
value between 2 and 4 depending on the character-
istics of the communication medium. Denote by
e,., the amount of energy consumed for transmitting
a unit message from u to v along a link (u,v) € 4
within one hop, i.e. e,, = dj .

The topology of this model is entirely dependent
on the ranges at which nodes transmit. Links can be
added to or removed from the network by a node
changing its transmission range. Therefore, there is
a trade-off between reaching more nodes in a single
hop by using higher power versus reaching fewer
nodes in a single hop by using lower power.

In this paper we assume that the network is at
least stable during the execution of the proposed
algorithm to respond to each disjoint-path connec-
tion request.

2.2. On-line algorithms vs off-line algorithms

Suppose that our optimization objective (network
capacity) is a metric. In this paper we assume the dis-
joint path connection requests arrive one by one, and
there is not any knowledge of future disjoint path
connection request arrivals and generation rates. If
the sequence of the disjoint path connection requests
is known ahead of time, it is possible to develop an
off-line algorithm for it to maximize the metric.
Thus, the off-line algorithm is usually used as a
benchmark to measure the performance of an on-
line algorithm. The competitive ratio of an on-line
algorithm is the worst case ratio of the metric of
the on-line algorithm to the metric of the off-line
algorithm over all instances. Ideally, such a compet-
itive ratio is expected to be a small constant, which
however is impossible in general, as shown in
[1,20]. In fact, if there is no control on the message
lengths of the disjoint path connection requests,
then, the competitive ratio can be as bad as O(n).
Intuitively, the on-line algorithm can be made to per-
form arbitrarily bad by an adversary who injects dis-
joint path connection requests into the system if (i)
the message length can be arbitrarily long; and (ii)
the algorithm is not allowed to take admission con-
trol. Therefore, to obtain the competitive ratio of an
on-line algorithm, we assume that the algorithm can
perform admission control, i.e. it is allowed to reject
some ‘“‘expensive’’ disjoint path connection requests
even if there are sufficient resources in the network
to enable the requests to be realized.
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2.3. Problem definitions

In the following we provide notations and prob-
lem definitions, which will be used in this paper.

A (disjoint path) connection request: consists of a
source node s, a destination node ¢ and the length
of the message that needs to be transmitted from s
to ¢, which is referred to (s, ¢, 7).

Local network lifetime: Given a wireless ad hoc
network M = (N, A), a (disjoint path) connection
request (s,?,7), the local network lifetime is defined
as the minimum residual energy among the nodes
in the network if the request is realized. Clearly
the lifetime of a node is proportional to the residual
power of its battery. In contrast to the local network
lifetime, the (global) network lifetime is defined as
the time the first node dies after the network has
realized a sequence of (disjoint path) connection
requests, assuming that the request sequence is
unknown in advance and the request arrives one
by one randomly.

The maximal minimum path problem: Given a
wireless ad hoc network M = (NN, A), a connection
request (s,¢,7), the maximal minimum path problem
is to find a simple path in M from s to ¢ such that
the local network lifetime is maximized after the
realization of the request.

The minimum-energy two nodeledge-disjoint path
problem: Given a wireless ad hoc network M =
(N, A), a disjoint path connection request (s,7,7),
the minimum-energy two nodeledge-disjoint path
problem is to find two node/edge-disjoint paths in
M from s to t such that the sum of transmission
energy at the nodes in the paths is minimized. The
problem involves the choice of transmission nodes
as well as the transmitter-power level at every
chosen transmission node.

The two maximal minimum nodeledge-disjoint
path problem: Given a wireless ad hoc network
M =(N,A), a disjoint path connection request
(s,1,7), the problem is to find two node/edge-disjoint
paths in M from s to ¢ such that the local network
lifetime is maximized after the realization of the
request.

The network capacity maximization problem for
on-line disjoint path connection: Given a wireless ad
hoc network M = (N, 4) and a sequence of disjoint
path connection requests (s;,?;,1;), where s; and ¢;
represent the source and destination nodes of the
request, and t; is the length of the transmitted
message, 1 < i< k, the problem is to maximize the
number of node/edge-disjoint path connection

messages successfully transferred by the network.
We assume that the system has to make a decision
whether or not the request should be realized when
a disjoint path connection request arrives. We fur-
ther assume that there is not any knowledge of
future disjoint path connection request arrivals
and generation rates.

Unless otherwise specified, in this paper edges
and links are referred to directed edges and directed
links respectively, and edges and links are used inter-
changeably. To distinguish the connection request
considered in this paper from the unicast connection
request, we here use the terminology disjoint path
connection request. A disjoint path connection
request is either a node-disjoint path connection
request or an edge-disjoint path connection request.

3. Algorithms for finding two maximal minimum
node/edge-disjoint paths

In this section we assume that the length of mes-
sage transmitted is 7, we present algorithms for find-
ing two maximal minimum node/edge-disjoint paths
in an ad hoc network from s to ¢ only. In other
words, we aim to achieve the maximum local
network lifetime after the realization of a node/
edge-disjoint path connection request (s, ?, 7).

3.1. Find a maximal minimum path

Let RC,,, be the value of the optimal solution of
the maximal minimum path problem and RE(v) the
residual power capacity at node v when a new
connection request arrives. Initially, RE(v) = E(v)
where E(v) is the battery capacity at node v.

The basic idea for finding a maximal minimum
path is outlined as follows. We construct a directed
graph G’ = (N, A’,w) for the current wireless ad hoc
network M. There is a directed edge from u to v in
A’ if v is within the transmission range of u and
RE(u) —td,,, > 0, and the weight assigned to the
edge is w(u,v) = RE(u) — td’ , which is the amount
of residual power capacity at u if u uses this link to
transmit a message of length 7 to v directly. Let T be
a directed tree in G’ rooted at the source s which is
constructed as follows.

Let V7, be the set of vertices in 7T and V' =
N — V. Initially, T contains s only and V= {s}.
The algorithm proceeds as follows. It picks up a
directed edge e = (u,v) € V;x V' in G’ and includes
it to T if the weight w(e) of e is the maximum one
among all the directed edges from u € Vi tov e V.
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It then sets V=V, U {v} and V' =V’ — {v}. This
procedure continues until z € V.

Let Py be the unique path in 7 from s to ¢. It is
easy to show that RCyp = min,cp {w(e)}, i.e. Py is
the maximal minimum path in G’ from s to .
Clearly, the Dijkstra algorithm can be employed
to find Py, which takes O(m + nlogn) time, where
n and m are the number of nodes and links in the
network respectively.

This algorithm will be used as a subroutine later
in the design of algorithms for finding two maximal
minimum node/edge-disjoint paths in ad hoc net-
works from s to ¢ if the paths exist.

3.2. A simple algorithm

The algorithm for finding two maximal minimum
node/edge-disjoint paths in an ad hoc network pro-
ceeds as follows.

First, the source node collects the energy infor-
mation of links in the network and sorts these link
information in increasing order, where the weight
assigned to link (u,v) is w(u,v) = RE(u) —1d, .
Let w(li),w(l2),...,w(l,,) be the sorted energy
sequence of the links, assuming that there are m,
links in G" and /; is a link with 1 < i< m,. Then, it
finds a maximal index i on the sorted energy
sequence using binary search such that there are
two node/edge-disjoint paths from s to ¢ in the sub-
graph G(V, E;), induced by the links in G’ that the
weight of each of them is no less than w(/;). Such
a subgraph must exist, because G’ itself is one of
the subgraphs. It can be seen that w(/;) is the value
of the maximum local network lifetime for the two
maximal minimum node/edge path problem,
1 <i<m,.

The running time of the above simple algorithm
thus is O(mlogn + nlog’n), which is analyzed as
follows.

Sorting takes Of(m,logm,) = O(mlogn) time
since m, <m and m= O(rn?), and determining
whether a graph contains two node/edge-disjoint
paths from s to ¢ takes O(m, +nlogn) = O(m+
nlogn) time using Suurballe’s algorithm [24], where
m is the maximum number of links in the network.
There are [logm,] < [logn®] < 2[logn] rounds of
iterations for finding the maximal index i on the
sorted energy sequence, using binary search. Once
the maximum local network lifetime is found, a sub-
graph of G(V,E)) is then obtained, and two mini-
mum-energy node/edge-disjoint paths in it can be
found later, using the algorithms due to Srinivas

and Modiano [23]. To collect the energy informa-
tion of each link in the network, it is appropriate
to build a broadcast tree rooted at the source s for
such a propose. However, this simple algorithm
needs lots of coordinations among the nodes and
consumes much energy to find the maximum local
network lifetime. In the following we present an
improved algorithm for the problem to overcome
the drawbacks brought by this simple algorithm.

3.3. An improved algorithm

In this subsection we provide an improved algo-
rithm for the maximal minimum node/edge-disjoint
path problem, which takes much less running time.
For the sake of simplicity, we deal with the two
maximal minimum edge-disjoint path problem first.
We then show how to extend the proposed
approach to solve the two maximal minimum
node-disjoint path problem. Our method is
described as follows.

Let G(V, E,w) be the current ad hoc network. It
first finds a maximal minimum path P in G from s
to ¢. It then reverses all the edges of P in G and
assigns the reversed edges with the identical weights
as the original ones. Denote by G’ the resulting
graph. It finally finds a maximal minimum path P’
in G’ from s to ¢t. As a result, a solution P @ P’ is
obtained, where & is an exclusive union operator
that removes each pair of edges (u,v) and (v,u) from
the union of two edge sets if both of them are there.
The correctness of the proposed algorithm is based
on the following lemma.

Lemma 1. Let OPT be the maximum local network
lifetime for the edge-disjoint path connection request
from s to t. Then, OPT = min,cpgp{w(e)}.

Proof. Let Q be a simple path in the ad hoc network
and W(Q) the weight of the minimum weighted edge
in Q, i.e. W(Q) = min.cp{w(e)}. Following the pro-
posed algorithm, it is obvious that OPT < W(P)
because P is a maximal minimum path in G from
s tot.

In what follows we focus on constructing the two
maximal minimum edge-disjoint paths in G from s
to ¢ by considering two cases: (i) P is one of the two
paths; and (ii) the edges in P are included by either
one of the two paths.

(1) If P is one of the two paths, then another path
from s to ¢ in the optimal solution does not
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Fig. 1. The interlacing between P and P'.

include any edges in P. This means that P’ is a
maximal minimum path in G — P from s to ¢
without use of any edges in P. In other words,
P’ is the best possible path from s to ¢ except P
in terms of maximizing the local network life-
time. P and P’ form a solution of the problem
and OPT = min,cp,p{w(e)}.

(i1) To form two edge-disjoint paths from s to ¢
and some edges in P are included by either
one of the two paths, P’ must interlace with
P. Here we assume that they share / segments
Ly, L,,...,L; which is shown in Fig. 1.

We here consider /=1 only, which is illustrated
in Fig. 2.

We show OPT < W(L;) by contradiction.
Assume that OPT > W(L,). We already know that
L, is a segment of P. Thus, W(P)< W(Ly).
Following the assumption, we have OPT >
W(L,) = W(P). This contradicts the fact that
OPT < W(P). Therefore, OPT < W(L,).

Now, if OPT < W(L,), then the removal of the
edges in L; does not change the maximum local
network lifetime and OPT = min,cpqp{w(e)}.
Otherwise (OPT = W(L;)), there must be a link
e’ € P — L, such that w(e’) = OPT, using the similar
argument as above, i.e. OPT = min,cpep{w(e)} =
w(e'). The optimal solution consists of two edge-
disjoint paths, one consists of segments P, and Py,
and another consists of segments Pg, and P;.

When / > 1, the claim is still true by induction on
[, omitted. O

For convenience, we refer to the above algorithm
as algorithm max—min. We now show how to
extend this approach to solve the two maximal min-

.
P

'
at

Fig. 2. One interlacing between P and P’.

imum node-disjoint path problem. Here we adopt a
well known node-splitting approach to reduce the
two node-disjoint path problem in the original net-
work to the two edge-disjoint path problem in
another auxiliary graph, and the solution for the lat-
ter gives a solution for the former. The auxiliary
graph is constructed as follows.

For each node v in the original network, there are
two corresponding nodes v’ and v and there is a link
from v’ to v” in the auxiliary graph. All incoming
links to v now are the incoming links to v’ and all
outgoing links from v now are the outgoing links
from v”. Fig. 3 illustrates the node splitting. It is clear
that the outgoing degree of v’ in the auxiliary graph
is one and the incoming degree of v” is one too. The
weights assigned to all the other links in the auxiliary
graph are identical to the ones given in the original
network. Each new link (v/,v") derived from node
v is assigned a weight w(v’,v") = RE(v).

We claim that the maximum local network life-
time of the two maximal minimum node-disjoint
paths in the original network from s to ¢ is equal
to the maximum local network lifetime of the two
maximal minimum edge-disjoint paths in the auxil-
iary graph from s” to ¢’ by the following lemma.

Lemma 2. Given the above transformation, the max-
imum local network lifetime after realization of the
two maximal minimum node-disjoint paths in the
original network G from s to t is equal to the
maximum local network lifetime after the realization
of the two maximal minimum edge-disjoint paths in
the auxiliary graph G' from 5" to t'.

Proof. We first show that two maximal minimum
edge-disjoint paths in G’ from s” to ¢’ correspond

Fig. 3. The splitting of node v.
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to two node-disjoint paths in G from s to . It is not
difficult to see that the two corresponding paths in
G are either edge-disjoint or node-disjoint. The rest
is to show that they must be node-disjoint by con-
tradiction. Assume that they are edge-disjoint but
not node-disjoint. Then, there is at least one node
v” in the two paths such that both (v",u’) and
(v",w') are the edges in the two paths respectively,
whereas the immediately precedent edge of these
two edges in the paths is the edge (v',v”) because
it is the only incoming edge of v”. This means that
these two paths share one edge at least, which
contradicts the fact that they are edge-disjoint. We
then show that the local network lifetime obtained
through the finding of these two paths is the
maximum one. It is not hard to show that each edge
in G’ derived from the node splitting does not affect
the value of the maximum local network lifetime
due to that the weight RE(v) assigned to each edge
(v',v" ) is larger than the weight of any outgoing
link of v”. If (v',v") is included by one of the
two paths, then, one of the outgoing edges of v”
must be included by the path as well. Thus, the
maximum local network lifetime is no greater than
the weight of any outgoing edge of ¢”. Therefore,
the maximum local network lifetime is less than
RE(v). O

In summary we have the following theorem.

Theorem 1. Given an ad hoc network and a con-
nection request (s,t,7), there is an algorithm for
finding two maximal minimum nodeledge-disjoint
paths in the network from s to t, which takes
O(m + nlogn) time if the network contains n nodes
and m links.

Obviously, the proposed algorithm improves the
running time of the simple algorithm by an O(logn)
factor and is more efficient in terms of energy con-
sumption. Moreover, it can be implemented distrib-
utively, using any distributed algorithm for the
single source shortest path problem.

4. Algorithms for network capacity maximization
problem

In this section we study the network capacity
maximization problem for on-line disjoint path
connections by proposing two centralized on-line
algorithms. One is based on maximizing the local
network lifetime, and another is based on an expo-
nential function of energy utilization at nodes.

4.1. Algorithm based on maximizing local network
lifetime

4.1.1. Two node-disjoint paths

We first propose an on-line algorithm for the
problem in the node-disjoint version. We then show
how to extend the proposed approach to solve the
problem in the edge-disjoint version.

For each node-disjoint path connection request,
the general strategy is to minimize the transmission
energy consumption of the two node-disjoint paths
under the constraint that the local network lifetime
is no less than y times of the optimum after realizing
the request, where y is a constant with 0 <y < 1.

The basic idea of the proposed algorithm is as
follows. When a node-disjoint path connection
request (s;?;7;) arrives, the algorithm is to find
two maximal minimum node-disjoint paths in the
network from s; to ¢; first. Having the two paths,
the maximum local network lifetime is obtained. A
subnetwork is then induced from the original net-
work such that the local network lifetime of the sub-
network as well as the original network is no less
than y times of the optimum after realizing the
node-disjoint path connection request on it. The
algorithm finally finds minimum-energy two node-
disjoint paths in the subnetwork from s; to ¢,
Denote by RE{v) the residual energy capacity at
node v when node-disjoint path connection request
i arrives (but before it is routed). The detailed algo-
rithm is given below.

Algorithm. Bounded Lifetime Node-Disjoint_Paths
(Sfa tia Ti, "/)

begin

1. Construct an auxiliary directed graph G’ =
(N, A’,w) for the current ad hoc network, where
there is a link (u,v) in 4" if RE;(u) — vd;, > 0,
and the weight w(u,v) associated with the link is
RE;(u) — t,d,, . Find the maximum local network
lifetime RC,p, through finding two maximal
minimum node-disjoint paths in G’ from s, to ¢,.

2. A subgraph graph G| = (V, E1,w) is induced from
G’ by removing those links (u,v) from it if
w(u,v) <7 RCoypy.

3. An auxiliary graph G, = (V,E;,w,;) is con-
structed, and each link (u,v) € E) is assigned a
new weight w,(u,v) = v,d; .

4. Find minimum-energy two node-disjoint paths in
G, from s; to ¢; using the algorithm in [23].

end.
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For convenience, we refer to the above algorithm
as algorithm BLN node-disjoint. We have the
following theorem.

Theorem 2. Given an ad hoc network with n nodes
and m links, there is a heuristic algorithm for on-line
node-disjoint path routing with an objective to max-
imize the network capacity. The algorithm takes
O(mn + n*logn) time for each node-disjoint path
connection request.

Proof. Following algorithm BLN node-dis-
joint, Step 1 takes O(m) time to construct the aux-
iliary graph G" and O(m + nlogn) time to find two
maximal minimum node-disjoint paths in G’ from
s to t. Steps 2 and 3 take O(m) time to construct
graphs G, and G,. Step 4 takes O(mn + n’logn)
time to find minimum-energy two node-disjoint
paths. The theorem then follows. [

4.1.2. Two edge-disjoint paths

We now show how to extend the above approach
to solve the problem in the edge-disjoint version.
Recall that there is an algorithm for the minimum-
energy edge-disjoint path problem in ad hoc
networks called Optimal Common Node Decom-
position (OCND for short) [23]. For the sake of
completeness, we reproduce algorithm OCND as
follows.

It first computes minimum-energy two node-dis-
joint paths for each pair of nodes in the network
if such paths exist. It then constructs an auxiliary
graph that has the same set of nodes as the original
network. There is an edge in the auxiliary graph
from u to v if there are two node-disjoint paths from
u to v in the original network, and the weight
assigned to the edge is the sum of transmission
energy of the two paths. It finally finds a shortest
path in the auxiliary graph from s to ¢, which corre-
sponds to minimum-energy two-edge disjoint paths
in the original network from s to .

The running time of algorithm OCND is
O(n*m + n*logn), which is analyzed as follows. Step
1 takes O(n*m + n* logn) time due to the fact that it
takes O(n(m+ nlogn)) time to find minimum-
energy two node-disjoint paths for a pair of nodes,
while each node may have up to n — 1 neighboring
nodes. Step 2 takes O(n?) time. Step 3 takes
O(n? + nlogn) time. It is easy to see that the domi-
nant running time of algorithm OCND is at Step 1.
The running time of algorithm OCND can be further
improved to O(n’m + nlogn) if the Suurballe and

Tarjan algorithm [25] is applied. Thus, the mini-
mum-energy two edge-disjoint path problem can
be reduced to the minimum-energy two node-
disjoint path problem eventually.

We now solve on-line edge-disjoint path rout-
ing for network capacity maximization by incorpo-
rating algorithm OCND into our algorithm as
follows.

First, apply our improved algorithm for finding
maximal minimum two edge-disjoint paths in the
current ad hoc network from s; to ;. As a result,
the maximum local network lifetime is obtained.
Then, a subnetwork is induced by removing those
edges (u,v) from the original network if w(u,v) =
RE;(u) — 1;d}, < yRCop, Where RC,p is the value
of the maximum local network lifetime for the
request of length t,. Finally, find minimum-energy
two edge-disjoint paths in the subnetwork using
algorithm OCND. We thus have the following
theorem.

Theorem 3. Given an ad hoc network with n nodes
and m links, there is a heuristic algorithm for on-line
edge-disjoint path routing with an objective to max-
imize the network capacity. The algorithm takes
O(n’m +n’logn) time for each edge-disjoint path
connection request.

Proof. Following the proposed algorithm, finding
the maximum local network lifetime takes
O(m + nlogn) time. The construction of the subnet-
work takes O(m) time, and finding minimum-energy
two edge-disjoint paths in the subnetwork takes
O(n’m + n® log n) time. The theorem then follows.

g

4.2. Algorithm based on an exponential function
of energy utilization at nodes

In this subsection we provide another heuristic
algorithm for the problem of concern based on an
exponential function of energy utilization at nodes.
We assume that the disjoint path connection
requests are indexed in the order they arrive. Let
(si,1;,7;) be the ith node/edge-disjoint path connec-
tion request. Recall that E(v) is the initial energy
capacity and RE(v) is the residual energy capacity
at node v when the node/edge-disjoint path connec-
tion request i arrives. Obviously, RE (v) = E(v). Let
Biv) =1 — RE{(v)/E(v) be the fraction of energy at
node v that has been used when node/edge-disjoint
path connection request i arrives, which is referred
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to energy utilization at node v, 1<i<k. Let
€max = max(u,v)EA{eu,v} and enpin = min(u,u)EA{eu,u}a
which are respectively the maximum and minimum
energy expended by transferring a message of unit
length along the links in the network. Let p =
Cmax/€min- Define A = 2np, 6, = nemay, and o, = 3ne-
max Where g, and g, are the upper bounds of routing
costs for two node-disjoint and two edge-disjoint
paths, respectively.

The basic idea of the on-line algorithm is to find
two node/edge-disjoint paths for the request such
that the transmission energy consumption of the
two paths is minimized, and the minimum residual
energy among the nodes is maximized, for each
node/edge-disjoint path connection request i,
1 <i<k. To do so, it is generally difficult due to
the involvement of the two optimization objectives.
It is shown that a heuristic, based on an exponential
function of the resource utilization for other routing
problems with two optimization objectives, is very
useful [1,11]. Here we use a heuristic based on an
exponential function of energy utilization at each
node to provide a solution for the problem. To
incorporate the residual energy at each node into
the optimization objectives, we define the weight
function w, : E—Z for links in the energy directed
graph G. If RE;(u) > td. , then (u,v) € E and is
assigned a weight o, (u,v) = r,-dj.v(iﬁf(”) —1). The
proposed algorithm for a disjoint path connection
request 7 is as follows.

Algorithm. Two_Disjoint_Paths(s;, ¢;,7;, 0., 0.)

begin

1. An auxiliary graph G = (V, E, »,) is constructed,
when a node/edge-disjoint path connection
request (s;,1;,7;) arrives.

2. Find minimum-energy two node/edge-disjoint
paths in G from s to ¢ using the correspond-
ing algorithms due to Srinivas and Modiano
[23]. Note that the weight function on links
now is wy.

3. Let PW be the sum of transmission energy of the
two node/edge-disjoint paths. If PW < o, (for
node-disjoint case) or PW < g, (for edge-disjoint
case), then the request is realized; otherwise, the
request is rejected.

end.

For the sake of convenience, we refer to algo-
rithm Two_Disjoint_Paths as TDP. In algo-
rithm TDP, Step 1 is to construct an auxiliary

graph and assign a weight to each directed edge.
The weight on a link (u,v) in G is determined by
two factors: one is the energy consumption on it if
the link is in one of the two routing paths, and
another is the energy utilization f{u) at node u.
The weight will increase when either f,(u) increases
or the distance between u and v becomes larger. This
means that the algorithm tries to avoid the links
that require high energy for transmission and the
nodes at which the residual energy fractions are
low. Step 2 is to find minimum-energy two node/
edge-disjoint paths in G from s; to ¢; for request i.
Step 3 employs an admission control mechanism,
a reject will be rejected if the cost of realizing the
request is too high (above a given threshold o, or
g.). Without this option to reject, an adversary
can inject messages that consume too much resource
destroying the competitive ratio of the algorithm.
However, as stated in [11], this is not of practical
consequence when messages are generated at
random or by an adversary who do not know the
routing policy. In practice, rejecting a message when
sufficient energy is available is usually unacceptable.
The later experimental results indicate that although
setting g, or g, to its theoretically determined value
might improve the capacity performance, setting o,
or ¢, to infinity results in the promising perfor-
mance with respect to both the network capacity
and the network lifetime.

Let L(k) be the total length of messages success-
fully routed by algorithm TDP till the arrival of the
kth disjoint path connection request, and let Lp(k)
be the total length of messages successfully routed
by an optimal off-line algorithm till the arrival of
the kth disjoint path connection request. We have
the following theorem.

Theorem 4. In an ad hoc network M(N, A), for every
nodeledge-disjoint path connection request (s;t; 1),
we assume that t; < %, 1<i<k Then,
%"()k) > log /. In other words, the on-line disjoint
path routing algorithm for maximizing network
capacity delivers a solution with the competitive ratio
of O(lognlog”™). The running time of the algo-
rithm for ﬁndingml;wo node-disjointledge-disjoint paths
for each nodeledge disjoint path connection request
takes O(nm +n’logn) or O(n’m +n*logn) time
respectively.

Proof. The proof as well as the time complexity anal-
ysis is similar to the one given in [11], omitted. [
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4.3. Distributed implementation

In this subsection we deal with the distributed
implementation issue of the proposed centralized
algorithms. It is more appropriate to provide
distributed algorithms instead of centralized
algorithms for an ad hoc network due to its nodes
mobility and constantly changing topologies. In
the following we show how to transform the
proposed centralized algorithms into efficient, dis-
tributed algorithms.

Before we proceed, we assume that the network is
stationary during the execution of the proposed
algorithm. In other words, we assume that the nodes
in the network are static and the communication
channel is stable and no link failure is allowed dur-
ing the execution of the proposed algorithm to
respond to each disjoint path connection request.
We further assume that each node in the network
has only the knowledge of its neighboring nodes
(which nodes being one of its neighbors and the
distance between itself and the neighbor).
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It is not difficult to see that the proposed algo-
rithms in this paper can be treated as the single
source shortest path algorithm eventually, while
there are plenty of distributed algorithms for the
single-source shortest path problem available. For
example, there is such an efficient distributed algo-
rithm for finding two node/edge disjoint paths with
minimizing the weighted sum of the edges in [17].
Thus, the proposed algorithms based on either max-
imizing local network lifetime or the exponential
function of energy utilization at nodes can be imple-
mented distributively.

5. Performance evaluation

In this section we evaluate performance of the on-
line algorithms of disjoint path routing for network
capacity maximization in energy-constrained ad hoc
networks, in terms of network capacity, network
lifetime, and average energy consumption per dis-
joint path connection request. We simulate networks
that comprise 50, 60, 70, 80, 90 and 100 nodes
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Fig. 4. Network capacity, network lifetime, and the energy consumption per request, under various edge-disjoint algorithms.
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respectively and the nodes are uniformly distributed
in a 1000 x 1000 square meters region. Path loss
exponent « is set to be 2, and the transmission power
to maintain a directed link from nodes u to v with
distance d,,,is 0.005 x d? . The initial battery capac-
ity E(v) at each node v € N is set to be one of the val-
ues in {9000, 9500, 10000, 10500, 11000} randomly.

In our experiments, following the similar setting
as given in [11], 1000 disjoint path connection
requests with a unit length message are injected into
the system one by one. The source-destination pair
of each request is also randomly chosen. To mea-
sure the network capacity, we did not terminate
the simulation until all the 1000 requests had been
processed, i.e. each request is either realized or
rejected. As for the implementation of algorithm
TDP, an appropriate value of 1 is chosen for a differ-
ent network size, ¢ is set to be co, which represents
an absence of admission control. Therefore,
requests are only rejected due to insufficient
resources (energy) for realizing them.
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We first compare the performance of the two
proposed algorithms for the problem in the edge-
disjoint version with the other existing algorithms,
algorithm OCND and the algorithm based on Dijk-
stra’s algorithm in [23] through experimental simu-
lations. Fig. 4 illustrates the network capacity, the
network lifetime, and the average energy consump-
tion per request by these algorithms. Here the
network lifetime is the time when the first node
failure due to its power expenditure, the network
capacity is the total number of successfully delivered
messages out of the 1000 random requests, and the
energy consumption is the average of the total
energy consumption of the two edge-disjoint paths
per realized request. From this figure, we found that
the solution delivered by algorithm max-min has
the longest network lifetime in all cases at the
expense of higher energy consumption per request.
Algorithm BLN edge-disjoint with y~ 0.8 is
the best in terms of maximizing network capacity,
while its overall energy consumption per request
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Fig. 5. Network capacity, network lifetime, and the energy consumption per request, under various node-disjoint algorithms.
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Fig. 6. Network capacity, network lifetime, and the energy consumption per request of various ys for algorithm BLN.

remains relatively low. The network capacity deliv-
ered by algorithm TDP is below the one by BLN
but outperforms all the other algorithms. Although
the network lifetime delivered by TDP is not as good
as expected, it is much better than the one delivered
by the approach based on Dijkstra’s algorithm.

We then compare the performance of the two
proposed algorithms for the problem in the node-
disjoint version against the other existing algo-
rithms, the Source Transmit Power Selection STPS
in [23] and an approach based on Dijkstra’s algo-
rithm. The results in Fig. 5 show that algorithm
max-min delivers a solution with the longest net-
work lifetime in all the cases, and algorithm BLN
delivers a solution with the largest network capacity
when y = 0.8.

We finally analyze the impact of different values
of y on the performance of algorithm BLN. We vary
the value of y from 0.1 to 1.0 with an interval of 0.1,
and observe its impact on algorithm BLN with net-
work sizes 50 and 100 respectively, which is illus-
trated in Fig. 6. We observed that the network

capacity delivered by algorithm BLN is maximized
when y ~ 0.8. Although algorithm BLN delivers the
maximum local network lifetime when y = 1.0, the
energy consumption per request by it grows signifi-
cantly compared with that when y = 0.8.

6. Conclusions

In this paper we have considered on-line disjoint
path routing for network capacity maximization by
proposing energy-efficient on-line algorithms. We
have also conducted extensive experiments by simu-
lations. The experimental results show that the
proposed algorithms outperform those existing algo-
rithms in terms of maximizing network capacity.
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