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Abstract—Along with Network Function Virtualization (NFV), Mobile Edge Computing (MEC) is becoming a new computing paradigm that enables accommodating innovative applications and services with stringent response delay and resource requirements, including autonomous vehicles and augmented reality. Provisioning reliable network services for users is the top priority of most network service providers, as unreliable services or severe service failures can result in tremendous losses of users, particularly for their mission-critical applications. In this paper, we study reliability-aware VNF instances provisioning in an MEC, where different users request different network services with different reliability requirements through paying their requested services with the aim to maximize the network throughput. To this end, we first formulate a novel reliability-aware VNF instance placement problem by provisioning primary and secondary VNF instances at different cloudlets in MEC for each user while meeting the specified reliability requirement of the user request. We then show that the problem is NP-hard and formulate an Integer Linear Programming (ILP) solution. Due to the NP-hardness of the problem, we instead devise an approximation algorithm with a logarithmic approximation ratio for the problem. Moreover, we also consider two special cases of the problem. For one special case where each request only requests one primary and one secondary VNF instances, the problem is still NP-hard, and we devise a constant approximation algorithm for it. For another special case where different VNFs have the same amounts of computing resource demands, we show that it is polynomial-time solvable by developing a dynamic programming solution for it. We finally evaluate the performance of the proposed algorithms through experimental simulations. Experimental results demonstrate that the proposed algorithms are promising, and the empirical results of the algorithms outperform their analytical counterparts as theoretical estimations usually are very conservative.

Index Terms—Reliability-aware VNF instances provisioning, VNF instance placements, virtualized network function implementation, approximation algorithms, generalized assignment problems, dynamic programming, mobile edge computing, combinatorial optimization problems

1 INTRODUCTION

MOBILE devices, including smartphones and tablets, have experienced exponential growth in recent years. This trend is coupled with the evolution of new mobile applications with stringent requirements such as real-time and interactive applications. However, executing computation-intensive applications on mobile devices of portable sizes is heavily constrained by their limited computing, storage, and battery capacities. Mobile edge computing (MEC) has emerged, which brings computation and storage resources, which are referred to as cloudlets [30], to the edge of mobile networks [11]. These cloudlets are co-located with access points (APs) in the networks and they are accessible by mobile users via wireless access. A key advantage of deployment of cloudlets is that the close physical proximity between cloudlets and users introduces shorter communication delays, thereby improving the user experience. It thus has been envisioned that MEC has many promising applications including in smart cities and smart connected vehicles [6], [26], [32], [34].

Many network service providers recently have started migrating their infrastructure to take advantage of network functions virtualization (NFV) [21], [27]. Due to the continuous advances in computing hardware, it is possible to replace resource demanding user applications, such as voice recognition, image processing, and other supporting tasks for smart cities, with software components that provide the same capability on top of commodity servers. Each network function, such as a software-based video transcoder for a smart city system, runs in a virtual machine, referred to as a virtualized network function (VNF) instance, hosted in cloudlets. NFV enables users to offload their tasks to nearby cloudlets via wireless APs for processing.

While implementing user applications as VNF instances promises significant flexibility and ease of the management of networks, it also brings more concerns on the reliability of running VNF instances. Traditional carrier-grade systems...
have been engineered to offer nearly 99.999 percent (five nines) reliability and designed to be highly fault-tolerant [14]. Achieving this level of reliability is extremely difficult for NFV in an MEC environment due to various reasons including the cloudlets hosting VNF instances are more prone to errors and failures compared to the dedicated hardware appliances, and software for implementing VNF instances may contain bugs [14] and is prone to failures. As a result, in order to provide reliable VNF services to users while meeting their requirement of the service and mitigate the risk of failures, additional VNF instances should be created at other peer cloudlets in the MEC.

In this paper, we consider reliability-aware VNF services provisioning in an MEC. We assume that each user request needs a VNF service with a specified reliability requirement. In order to meet the reliability requirement of the user, multiple VNF instances need to be placed at different cloudlets. We distinguish between the single primary VNF instance and one or multiple secondary VNF instances for each offloaded user request [17]: the former is an active VNF instance while the latter are idle ones until the primary one fails. Moreover, as the usage of network resources follows pay-as-you-go, there are multiple users competing for limited network resources, yet the resources at each cloudlet have capacity constraints. Hence, it needs to be determined which requests should be admitted, subject to the capacity constraints on cloudlets.

The novelty of the work in this paper lies in the provisioning of reliability-aware VNF instances for network function services in MEC, by formulating a novel reliability-aware VNF instances provisioning problem. Efficient approximation and exact algorithms are proposed for allocating network resources to accommodate primary and secondary VNF instances in different cloudlets to meet individual user reliability requirements. Furthermore, the formulated optimization problem may be of independent interests as the Generalized Assignment Problem (GAP) is a special case of the problem. To the best of our knowledge, there is no prior study on similarly formulated problems, and this problem, which generalizes the GAP problem, has wide potential applications in practice, particularly in the fault-tolerance domain.

The main contributions of this paper are described as follows. We study the provisioning of reliability-aware VNF instances in an MEC to meet individual user reliability requirements. We first formulate a novel optimization problem for provisioning multiple VNF instances at different cloudlets in MEC to meet the reliability requirement of each request. We then show the NP-hardness of the problem and formulate an integer linear programming (ILP) solution to the problem when its size is small, otherwise, we develop an approximation algorithm with an approximation ratio of $O(\log K)$, where $K$ is the number of cloudlets in the MEC. Moreover, we also consider two special cases of the problem. Specifically, we devise a constant approximation algorithm for a special case of the problem where each request needs only one primary and one secondary VNF instances. We also develop a dynamic programming algorithm that delivers an exact solution to another special case of the problem where the VNF instances of different types of virtual network functions demand the same amount of computing resources. We finally evaluate the performance of the proposed algorithms through experimental simulations. Experimental results demonstrate that the proposed algorithms are promising and the empirical results outperform their analytical counterparts as the theoretical estimations usually are very conservative.

The rest of the paper is organized as follows. Section 2 reviews related work. Section 3 introduces notions, notations, and the problem definitions. Section 4 shows the NP-hardness of the problem. Section 5 provides an ILP formulation of the problem, while Section 6 devises an algorithm with a logarithmic approximation ratio for the problem. Moreover, Section 7 deals with two special cases of the problem and proposes a constant approximation algorithm and an exact solution for the two special cases, respectively. Section 8 evaluates the proposed algorithms empirically, and Section 9 concludes the paper.

2 Related Work

Several studies on the provisioning of reliable VNF services have been conducted recently. Existing methods to improve reliability of NFV are summarized by Han et al. [17]. For example, Beck et al. [4] conducted one pioneering study related to survivability of VNF instances in the context of the VNF resource allocation, by admitting a set of VNF requests with the aim of reducing the amount of network resource allocated to VNF chains, while computing resilient allocations to protect network services from both link and VNF instance failures. They however did not differentiate reliability requirements of different requests. Casazza et al. [8] cast a problem of assigning virtual machines for network function implementations to servers in order to guarantee the availability of virtual machines via VNF instance replications. They considered a geo-distributed data center network in which there are sufficient resources to accommodate all user requests. Their objective is to maximize the minimum availability among all requests by developing heuristics. Ceselli et al. [9] dealt with the design of edge cloud networks with the aim to determine where to install cloudlets among the potential AP sites by developing efficient heuristics. Ding et al. [12] proposed an approach to enhancing the network resilience while maximizing cost-efficiency of the network through improving the ratio of the reliability to the backup cost of VNF instances. Fan et al. investigated how to map service function chains to a network with high end-to-end reliability requirements, by adopting on-site and off-site VNF instance backups [14], [15]. Their work is one of the first works on this topic, and recently Li et al. [25] proposed onsite and off-site backup mechanisms by developing efficient scheduling algorithms for the problem through adopting the primal and dual update technique. Kang et al. [23] studied the tradeoff between the reliability of a network service, as measured by the probability that the service is correctly executed, and the computational load of servers. Engelmann et al. [13] studied the end-to-end service reliability in data center networks (DCNs). They divided large flows into several smaller flows and provided only one backup flow for reliability guarantee. Moualla et al. [28] considered the placement of service chains in DCNs, and devised an algorithm for the placement on the special fat-tree topological network structure. Kong et al. [24] proposed a mechanism that employs both backup path protection and VNF instance replication in order to
guarantee the availability of a service function chain. The proposed mechanism determines the number of VNF instance replicas required for each VNF in the SFC, and allocates the replicas to physical nodes on the primary and backup paths while taking into account the ordered dependency among VNFs. Herker et al. [18] introduced several VNF backup strategies for service function chains, and analyzed the impact of different data-center architectures on the service provision. They then proposed cost-per-throughput algorithms for a given reliability requirement. Carpio and Jukan [7] investigated how to improve service reliability through the joint consideration of replications and migrations. Qu et al. [29] aimed to minimize the communication bandwidth usage across the network while considering the availability requirements, by developing a heuristic. Aidi et al. [1] recently proposed a framework to efficiently manage survivability of service function chains and the backup VNFs. They aimed to determine both the minimum number and optimal locations of backup VNFs to protect service function chains. The proposed heuristics have been empirically demonstrated to deliver near-optimal solutions.

In this paper, we consider reliability-aware VNF service provisioning in MEC. We distinguish our work from existing ones as follows. Most existing studies focused on the placement of service function chains in geo-distributed networks that consists of many powerful data centers. We provide the very first study of reliability-aware VNF placement in MEC. We assume that the required network function service of a user can be implemented by a single, consolidated VNF instance. Additionally, existing studies mainly focused on end-to-end requirements of requests specified as the probability of component failures. In this paper, we differentiate reliability requirements of different users by providing different numbers of secondary VNF instances to ensure their reliability requirements, and devised efficient algorithms with performance guarantees for the problem of concern.

3 PRELIMINARIES

In this section, we first introduce the system model, notions and notations. We then define the problem precisely.

3.1 Network Model

We consider an MEC environment for a metropolitan region. Given a wireless metropolitan area network (WMAN) $G = (V,E)$ consisting of Access Points and $K$ cloudlets, where each cloudlet $c_k$ is co-located with an AP and they are interconnected by a high-speed optical cable, yet not all APs have co-located cloudlets, i.e., the number of cloudlets in the network is far less than the number of APs. Each cloudlet $k$ has a (residual) computing capacity $C_k$. $E$ is the set of links in which a link $e \in E$ between two APs if they are interconnected by an optical cable. We assume that there are $|F|$ different types of network function services offered by the network service provider. Denote by $F = \{f_1,f_2,\ldots,f_{|F|}\}$ the set of network functions. The computing resource demand of each VNF instance of a network function $f_i \in F$ is $c_i$. Mobile users can access the network ubiquitously through their nearby APs. Fig. 1 is an illustrative example of such a network that consists of five APs and three cloudlets.

3.2 User Requests

Denote by $R$ the set of user requests. Each user request $r_j \in R$ is defined by a quadruple $(f_j, R_j, c_j, p_j)$, where $f_j \in F$ is the requested type of VNF, $R_j$ is the reliability requirement of request $r_j$ with $0 < R_j \leq 1$, $c_j$ is the amount of computing resource demanded for implementing the VNF instance of $f_j$ in a cloudlet, and $p_j \in \mathbb{R}^+$ is the revenue collected by the service provider if request $r_j$ is admitted. In contrast to some previous studies, we here assume that a user request can be served by a single VNF instance [22], [33], or a consolidated VNF instance [20]. This assumption is in alignment with real world deployments of VNF instances, such as Google’s enterprise software-defined networks (SDN) [5], in which a single general-purpose computer implements multiple network functions, including network address translation (NAT), firewall, Intrusion Detection System (IDS), Dynamic Host Configuration Protocol (DHCP) daemon.

We assume that each request $r_j$ needs $(n_j + 1)$ VNF instances of its network function $f_j$, to meet its reliable service requirement, where $n_j$ is calculated by the reliability requirement of the request. Without loss of generality, we assume that $n_j + 1 \leq K$, i.e., the reliability provided by the system through duplicating the VNF instances to different cloudlets is no more than the number of cloudlets $K$ in the system. Among the $(n_j + 1)$ VNF instances for request $r_j$, one of the VNF instances will serve as its primary VNF instance, and the remaining $n_j$ VNF instances will serve as its secondary VNF instances. Specifically, the value of $n_j \geq 0$ is determined by the reliability requirement $R_j$ of request $r_j$, which is a minimum non-negative integer to meet the following inequality.

$$\Pr(\text{at least one of the } (n_j + 1) \text{ VNF instances is available}) = 1 - \Pr(f_j)^{n_j+1} \cdot \prod_{i=0}^{n_j} \Pr(K_{ji})$$

$$= 1 - \Pr(f_j)^{n_j+1} \cdot \Pr(K)^{n_j+1} \geq R_j,$$
TABLE 1
Table of Symbols

<table>
<thead>
<tr>
<th>Notations</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>G = (V, E)</td>
<td>a WMAN</td>
</tr>
<tr>
<td>k ∈ K</td>
<td>a cloudlet co-located with an AP</td>
</tr>
<tr>
<td>Ck</td>
<td>the residual computing capacity of cloudlet k</td>
</tr>
<tr>
<td>F = (f_1, f_2, ..., f_K)</td>
<td>the set of network functions offered in G</td>
</tr>
<tr>
<td>fi</td>
<td>a network functions offered in G</td>
</tr>
<tr>
<td>ci</td>
<td>the computing resource demand of network function fi</td>
</tr>
<tr>
<td>R</td>
<td>the set of user requests</td>
</tr>
<tr>
<td>r_j = (f_j, R_j, c_j, p_j) ∈ R</td>
<td>a user request, where f_j ∈ F is the requested type of VNF, R_j is the reliability requirement with 0 &lt; R_j ≤ 1, c_j is the demanded amount of computing resource, and p_j ∈ ℜ^+ is the revenue</td>
</tr>
<tr>
<td>n_j</td>
<td>the number of secondary VNF instances for request r_j to meet its reliable service requirement</td>
</tr>
</tbody>
</table>

lth instance of request r_j, and step (1) in Eq. (3) follows because, in order to be functionally identical to the primary instance, the secondary VNF instances are often running on the same software version and using the same configuration as their primary VNF instance, thereby having the same failure probabilities as the failure probability of the primary VNF instance. Step (2) in Eq. (3) follows we assume that cloudlets in the system have the same failure probabilities. This assumption is in alignment with the common industry practice where network operators keep their equipments to a limited range so that they can standardize the process and minimize their OPEX. We also assume that failures of VNF instance are independent with each other and links (optical cables) in G are reliable.

As most network functions are stateful, the primary and secondary VNF instances of a network function need to synchronize with each other so that there is minimum interruptions when the primary VNF instance fails. It is worth noticing that the internal state of a VNF instance often contains sensitive information, e.g., encryption keys. If synchronization of the internal states of primary and secondary VNF instances is via the same links as user traffic, sensitive information may be exposed. Instead, the internal state of the primary VNF instance should be periodically distributed to secondary VNF instances over a dedicated out-of-band, i.e., separate from user traffic, network. The commonly used Control Plane Network (CPN) [16], [31] is an excellent candidate for synchronization between the primary and secondary VNF instances of a network function.

3.3 Problem Definition
Given an MEC G = (V, E), a set R of requests, associated with each request r_j ∈ R, there is a payment p_j, a network function f_j ∈ F, and a reliability requirement represented by the number n_j (0 ≤ n_j < K) of secondary VNF instances with each of them being placed at a different cloudlet, the reliability-aware VNF instances provisioning problem is to admit as many requests in R as possible such that the total revenue collected by the service provider is maximized, subject to computing capacity constraint on each cloudlet and the specified reliability guarantee of each admitted request.

A request r_j is admitted if its (n_j + 1) VNF instances are placed at (n_j + 1) different cloudlets, and each cloudlet has sufficient computing resource to meet the computing resource demand c_j of its network function f_j, assuming that \( \max_{1 \leq j \leq |R|} \{ n_j \} \leq K - 1 \). There are a set R of requests, each request r_j ∈ R needs n_j + 1 replicas of its VNF f_j, and its admission will result in a revenue of p_j, where each instance of f_j demands the amount c_j of computing resource from each of the n_j + 1 cloudlets. The problem is to admit as many requests in R as possible to maximize the revenue, subject to the cloudlet computing capacity constraint.

Notice that in this paper we do not explicitly consider user mobility. However, we assume the users are allowed to move in the MEC, and they can issue their requests for services through the APs in which they are located.

Table 1 lists the frequently used notations used in this paper.

4 NP-HARDNESS

Theorem 1. The reliability-aware VNF instances provisioning problem in an MEC G(V, E) is NP-complete.

Proof. We show the claim through a reduction from the well-known NP-complete knapsack problem that is described as follows. Given n items, each item a_i has a weight w_i and a profit p_i, with 1 ≤ i ≤ n. There is a bin with capacity W. If an item a_i can be packed into the bin, it brings a profit of p_i. The knapsack problem is to pack as many items as possible such that the total profit of packed items is maximized, subject to the bin capacity W.

Given an instance of the knapsack problem, we construct an instance of the reliability-aware VNF instances provisioning problem as follows. We assume that there are two cloudlets (K = 2) with each having W computing capacity. There are n requests, which correspond the n items in the knapsack problem. We further assume that each request r_j has only one secondary VNF instance, i.e., n_j = 1. As each request implementation has a primary VNF instance. Thus, there are two VNF instances for each request allocated to two cloudlets. The computing demand of each of the two VNF instances of r_j is w_j. If request r_j is admitted, the revenue brought by its implementation is p_j. Then, the reliability-aware VNF instances provisioning problem is to admit as many requests as possible such that the total revenue collected from admitted requests is maximized, subject to the computing capacity constraints on the two cloudlets.

It can be seen that a solution to the latter in turn returns a solution to the former, while the reduction from an instance of the knapsack problem to an instance of the reliability-aware VNF instances provisioning problem takes polynomial time. Also, verifying the solution of the latter can be easily done in polynomial time. As the knapsack problem is NP-complete, the reliability-aware VNF instances provisioning problem is NP-complete, too. □

5 INTEGER LINEAR PROGRAMMING
In this section, we formulate an ILP solution for the problem. We assume that x_j is a boolean variable, where x_j = 1 implies that request r_j is admitted; otherwise, it will not be admitted. Furthermore, if r_j is admitted, there are exactly n_j + 1 cloudlets with each having the amount c_j of computing resource to
meet the computing resource demand by its primary and secondary VNF instances. The optimization objective thus is

\[
\text{maximize } \sum_{j=1}^{n} p_j x_j,
\]

subject to the following constraints.

\[
\sum_{j=1}^{[K]} c_j \cdot y_{j,k} \leq C_k, \quad \forall k, 1 \leq k \leq K \tag{4}
\]

\[
(n_j + 1) \cdot x_j = \sum_{k=1}^{K} y_{j,k}, \quad \forall r_j \in \mathcal{R} \tag{5}
\]

\[
x_j \in \{0, 1\}, \quad \forall r_j \in \mathcal{R}
\]

\[
y_{j,k} \in \{0, 1\}, \quad \forall r_j \in \mathcal{R}, \forall k, 1 \leq k \leq K, \tag{7}
\]

where \(y_{j,k}\) is a boolean variable, \(y_{j,k} = 1\) if a VNF instance of request \(r_j\) is allocated to cloudlet \(k\), \(y_{j,k} = 0\) otherwise. Constraint (4) says that the total computing demand by the VNF instances of all different requests \(r_j\) in any cloudlet \(k\) is no greater than its residual computing resource capacity. Constraint (5) ensures that the number of secondary VNF instances at different cloudlets for each admitted request \(r_j\) is exactly \(n_j + 1\). Constraints (6) and (7) limit the ranges of boolean variables \(x_j\) and \(y_{j,k}\) to either 0 or 1.

6 APPROXIMATION ALGORITHM FOR THE RELIABILITY-AWARE VNF INSTANCES PROVISIONING PROBLEM

In this section, we propose an approximation algorithm for the reliability-aware VNF instances provisioning problem. We start with cost modeling, and then provide an overview of the proposed algorithm and details of the algorithm. We finally analyze the approximation ratio and time complexity of the proposed algorithm.

6.1 Cost Modeling

The approximation algorithm examines the requests in \(\mathcal{R}\) one by one. When request \(r_j\) is considered, the resource availability of cloudlets affects whether \(r_j\) can be admitted. We thus denote by \(B_k(j)\) the amount of residual computing resource at cloudlet \(k\) with \(B_k(0) = C_k\).

The key to the approximation algorithm is that we use an exponential function to model the cost \(w_k(j)\) of instantiating a VNF instance of request \(r_j\) with computing resource demand \(c_j\) at cloudlet \(k\), which is defined as follows.

\[
w_k(j) = C_k \left( \alpha^{1 - \frac{C_k}{c_j + 1}} - 1 \right), \tag{8}
\]

where \(\alpha > 1\) is a constant to reflect the sensitivity of the workload at each cloudlet, which will be determined later, and \(1 - \frac{C_k}{c_j}\) is the utilization ratio of cloudlet \(k\) when request \(r_j\) is considered. The rationale is that the high utilization a resource has, the higher the risk associated with the resource utilization, thus the usage of resources with high utilization should be discouraged. The proposed exponential function will guide the resource allocations.

6.2 Algorithm Description

We first sort all requests by the ratio of the payment of each request to the total amount of its computing resource demand to meet its VNF instance reliability. In other words, we rank request \(r_i\) ahead of request \(r_j\) if \(\frac{p_i}{w_i + p_j} \geq \frac{p_j}{w_j + p_j}\) for any two requests \(r_i \in \mathcal{R}\) and \(r_j \in \mathcal{R}\). For the sake of convenience, we assume that the sorted request sequence is \(r_1, r_2, \ldots, r_{|\mathcal{R}|}\). We then examine requests in the sequence one by one to determine whether a request will be admitted immediately.

Algorithm 1. Approximation Algorithm for the Reliability-Aware VNF Instances Provisioning Problem

Input: A set of \(K\) cloudlets with each having a residual computing capacity \(C\), a set of requests \(\mathcal{R}\) with each request \(r_j = (f_j, R_i, c_j, p_j)\)

Output: Admit a subset of requests in \(\mathcal{R}\) that maximizes the sum of revenues of admitted requests while meeting the reliability requirement of each admitted request.

1: \(A = \emptyset /\ast\) the set of admitted requests \(*\)
2: Sort requests in \(\mathcal{R}\) by the ratio of the payment of each request to the total amount of its computing resource demand to meet its VNF instance reliability;
3: \(R = \emptyset\) for each request \(r_j\) in the sorted order do
4: Calculate the number \(n_j\) of secondary VNF instances of its network function by Inequality (3);
5: Assign each cloudlet \(k\) a cost by Eq. (9) if \(r_j\) is admitted;
6: Identify top-\((n_j + 1)\) cloudlets \(C_{j_1}, C_{j_2}, \ldots, C_{j_{n_j}}\) with smallest costs, by a linear time selection algorithm;
7: if there is a cloudlet \(j_k\) among the \(n_j + 1\) identified cloudlets such that \(C_{j_k} \leq C_j\) or the sum of costs of the \((n_j + 1)\) identified cloudlets is greater than \(K \cdot p_j\) (by Inequality (10)) then
8: Reject request \(r_j\);
9: else
10: Allocate a VNF instance of request \(r_j\) to each of the top-\((n_j + 1)\) cloudlets;
11: Update the residual computing capacity of each of these cloudlets as \(C_{j_k} = C_{j_k} - c_j\) for all \(k\) with \(1 \leq k \leq n_j + 1\);
12: \(A = A \cup \{r_j\}\);
13: end if
14: end for
15: return Set \(A\) of admitted requests and their primary and secondary VNF instance placements in cloudlets.

For each request \(r_j\), we calculate its normalized cost if one of its VNF instances is instantiated at cloudlet \(k\) as follows.

\[
\psi_k(j) = \frac{w_k(j)}{C_k} = \frac{\alpha^{1 - \frac{C_k}{c_j + 1}} - 1}{c_j}. \tag{9}
\]

For each request \(r_j\), we identify top-\((n_j + 1)\) cloudlets with the lowest normalized costs, and denote by \(K_j\) the set of cloudlets. We here introduce an admission control policy for request admissions. That is, if the sum of normalized costs of the identified top-\((n_j + 1)\) cloudlets for request \(r_j\) is greater than \(K\), i.e.,

\[
\sum_{k \in K_j} \psi_k(j) > K, \tag{10}
\]

then request \(r_j\) will be rejected. Otherwise, it will be admitted, and its \((n_j + 1)\) VNF instances will be placed in the top-\((n_j + 1)\) cloudlets. The algorithm detail for the reliability-aware VNF instances provisioning problem is given in Algorithm 1.
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6.3 Algorithm Analysis

In the following, we first provide an upper bound on the sum of costs of all cloudlets in $G$ after a subset of requests in $\mathcal{R}$ is admitted. We then show a lower bound on the sum of costs of cloudlets that an optimal solution uses to admit a request rejected by the proposed algorithm, and we finally analyze the approximation ratio of the proposed approximation algorithm.

**Lemma 1.** Given an MEC $G(V, E)$ and a set of requests $\mathcal{R}$, denote by $A$ the set of requests admitted by Algorithm 1, then, the sum of costs of all cloudlets is

$$\sum_{k=1}^{K} w_k(j) \leq 2K \cdot \log \alpha \cdot \sum_{r_j \in A} p_j,$$

where $\alpha$ is a constant with $2K \cdot Q_{\text{max}} + 2 \leq \alpha \leq 2^{C_{\text{min}}/C_{\text{max}}}$, $C_{\text{min}} = \min\{C_k \mid 1 \leq k \leq K\}$ is the minimum cloudlet computing capacity, $\mathcal{R}$ is the set of requests, and $Q_{\text{max}} = \max\{p_j \cdot c_j \mid r_j \in \mathcal{R}\}$ is the maximum product of the profit and computing resource demand among requests.

Please see Appendix A for the proof.

Let $D (\subseteq \mathcal{R})$ be the set of requests that are admitted by an optimal algorithm but rejected by the proposed approximation algorithm. We now prove a lower bound on the sum of normalized costs of all cloudlets used to admit any request in $D$.

**Lemma 2.** Let $D$ be the set of requests that are admitted by an optimal algorithm yet rejected by the approximation algorithm, and let $K_{\text{opt}}$ be the set of $(n_j + 1)$ cloudlets to which the optimal algorithm places VNF instances for request $r_j \in D$. Then, for any request $r_j \in D$, we have

$$\sum_{k \in K_{\text{opt}}} \psi_k(j) \geq K,$$  

(11)

where $\alpha$ is a constant with $2K \cdot Q_{\text{max}} + 2 \leq \alpha \leq 2^{C_{\text{min}}/C_{\text{max}}}$, $C_{\text{min}} = \min\{C_k \mid 1 \leq k \leq K\}$ is the minimum cloudlet computing capacity, and $Q_{\text{max}} = \max\{p_j \cdot c_j \mid r_j \in \mathcal{R}\}$ is the maximum product of the profit and computing resource demand among requests.

Please see Appendix B for the proof.

**Theorem 2.** Given an MEC $G(V, E)$, $K$ cloudlets in $G$, and a set $\mathcal{R}$ of requests, there is an approximation algorithm, Algorithm 1, with an approximation ratio of $O(\log K)$ for the reliability-aware VNF instances provisioning problem, which takes $O(\vert \mathcal{R} \vert \cdot \log \vert \mathcal{R} \vert + \vert \mathcal{R} \vert \cdot K)$ time.

**Proof.** Let $P_{\text{opt}}$ and $P$ be the total revenues of admitted requests by an optimal algorithm and the proposed approximation algorithm for requests in $\mathcal{R}$, respectively, we then have

$$K(P_{\text{opt}} - P) \leq K \sum_{r_j \in D} p_j = \sum_{r_j \in D} K \cdot p_j \leq \sum_{r_j \in D} \left( \sum_{k \in K_{\text{opt}}} \frac{w_k(j)}{C_k} \right), \text{ by Lemma 2} (12)$$

$$\leq \sum_{r_j \in D} \left( \sum_{k \in K_{\text{opt}}} \frac{w_k(j)}{C_k} \right), \text{ by Lemma 2}$$

Notice that Inequality (12) holds because the utilization of each resource does not decrease and consequently the cost of any cloudlet $k$ with $1 \leq k \leq K$ does not decrease with more request admissions. Inequality (13) holds since $\sum_{r_j \in D} \sum_{k=1}^{n_j} A_k B_j \leq \sum_{r_j \in D} \sum_{k=1}^{n_j} A_k B_j$ for all $A_k \geq 0$ and $B_j \geq 0$. The proof of Inequality (14) proceeds as follows. All algorithms, including an optimal algorithm for the problem of concern, the total amount of allocated computing resources in any cloudlet is no more than the capacity of the cloudlet.

By Inequality (15), we have

$$P_{\text{opt}} - P \leq 2K \log \alpha \cdot \sum_{r_j \in D} p_j$$

$$\leq 2 \log \alpha \cdot \sum_{r_j \in D} p_j + 1 \leq 2 \log \alpha + 1$$

$$= O(\log (K \cdot Q_{\text{max}})), \text{ when } \alpha = 2K \cdot Q_{\text{max}} + 2.$$  

$$= O(\log K + \log Q_{\text{max}}) = O(\log K), \text{ as } Q_{\text{max}} \text{ usually is a constant},$$

where $Q_{\text{max}}$ is the maximum product of the profit and computing resource demand among requests, i.e., $Q_{\text{max}} = \max\{p_j \cdot c_j \mid r_j \in \mathcal{R}\}$.

The running time of Algorithm 1 is dominated by the time required to sort all requests by their ratio, which takes $O(\vert \mathcal{R} \vert \cdot \log \vert \mathcal{R} \vert)$ time. Then, there are $\vert \mathcal{R} \vert$ iterations, and within each iteration $j$, it identifies the top-$(n_j + 1)$ cloudlets with the smallest weights using a linear time selection algorithm. The algorithm thus takes $O(\vert \mathcal{R} \vert \cdot \log \vert \mathcal{R} \vert + \vert \mathcal{R} \vert \cdot K)$ time.

7 APPROXIMATION AND EXACT ALGORITHMS FOR SPECIAL CASES OF THE RELIABILITY-AWARE VNF INSTANCES PROVISIONING PROBLEM

In this section, we study two special cases of the reliability-aware VNF instances provisioning problem, and propose a constant approximation algorithm and an exact algorithm for the cases, respectively.

7.1 A Constant Approximation Algorithm for a Special Reliability-Aware VNF Instances Provisioning Problem

We start dealing with a special case of the reliability-aware VNF instances provisioning problem where each request has only one primary and secondary VNF instances, i.e., $n_j = 1$ for all requests $r_j \in \mathcal{R}$. Even for this special case, it is still NP-hard, for which we develop a constant approximation algorithm by a non-trivial reduction to the well-known
Generalized Assignment Problem [10], and a solution to the latter in turn returns a feasible solution to the former.

The Generalized Assignment Problem is defined as follows. Given a set $B$ of $K$ bins with each bin $B_i \in B$ having identical capacity of $C$, a set $I$ of $N$ items, and for each pair of item $I_j \in I$ and bin $B_i \in B$, a profit $p(I_j, B_i)$ is obtained if item $I_j$ is placed to bin $B_i$ with size $s(I_j, B_i)$, the GAP is to pack as many as items in set $I$ into the bins in $B$ such that the total profit is maximized, subject to the capacity constraint on each bin.

Given an instance of this special reliability-aware VNF instances provisioning problem, we construct an instance of the GAP as follows. We first assume that the $K$ cloudlets are indexed into $1, 2, \ldots, K$ and $K$ is even. Otherwise, we assume that there are $K + 1$ cloudlets, and one cloudlet is a virtual one that implies that it does not exist. We pair the $K$ cloudlets into $K/2$ pairs, let $B_1, B_2, \ldots, B_{K/2}$ be the $K/2$ pair-bins with each having $2C$ computing capacity as the instance of the GAP problem. Each request $r_j \in R$ has a corresponding item $I_j$ and with resource demand $2c_j$ for its primary and secondary VNF instances.

If the primary and secondary VNF instances of request $r_j \in R$ will be placed into one pair of cloudlets, corresponding to one bin $B_{2i}$ with size $2c_j$, then the capacity of bin $B_{2i}$ is no less than the total resource demand $2c_j$ by these two VNF instances, and this placement will result in a profit (revenue) $p(I_j, B_{2i})$ that is defined as

$$p(I_j, B_{2i}) = p_j,$$

where $1 \leq j \leq |R|$ and $1 \leq i \leq K/2$.

The constructed GAP instance can be solved by invoking the approximation algorithm due to Cohen et al. [10] with an approximation ratio of $1/\epsilon$, where $\epsilon$ is a constant with $0 < \epsilon \leq 1$.

The solution delivered by the approximation algorithm will be in the form of assigning a set $I' \subseteq I$ of requests. Specifically, each item $I_j \in I'$ corresponds to the primary and secondary VNF instances of request $r_j$ assigned to cloudlets $B_{2i}$ and $B_{2i+1}$ if its corresponding item $I_j$ is assigned to bin $B_{2i}$ with $1 \leq i \leq K/2$.

We then extend the solution from the even $K$ to the odd $K$, for which we create a virtual cloudlet with the same capacity as other cloudlets. Thus, we now have $K' = K + 1$ bins. They are corresponding $K'/2$ pair-bins $B_1, B_2, \ldots, B_{K'/2}$ with each having the computing capacity of $2C$. Assume that the virtual cloudlet is paired with the cloudlet indexed $K$. We then apply the approximation algorithm for the GAP problem due to Cohen et al. [10].

Let $I'$ be the approximate solution and $T_1, T_2, \ldots, T_{K'/2}$ the sets of admitted requests in bins $B_1, B_2, \ldots, B_{K'/2}$ respectively. Let $P_1', P_2', \ldots, P_{K'/2}'$ be the profit sum of requests admitted in their corresponding pair-bins.

Denote by $\sum_{i=1}^{K'/2} P_i'$ the total revenue collected by admitting the requests in $I'$. The average profit among the $K'/2$ pair-bins thus is $\frac{\sum_{i=1}^{K'/2} P_i'}{K'/2}$. Let $P_{K'/2} = P_{\text{min}}'$ we discard the requests in $B_{K'/2}$ from the solution, i.e., $I' = I' \setminus T_{K'/2}$; otherwise, let $P_{i_0} = P_{\text{min}}'$ and $i_0 \neq K'/2$, we swap the admitted requests between pair-bin $B_{i_0}$ and pair-bin $B_{K'/2}$, i.e., $T_{i_0} = T_{K'/2}$ and $T_{K'/2} = T_{i_0}$. Then, the solution is $I' = I' \setminus T_{K'/2}$. The detailed algorithm is given in Algorithm 2.

Algorithm 2. An Approximation Algorithm for the Special Reliability-Aware VNF Instances Provisioning Problem with $n_j = 1$ for Every Request $r_j \in R$

Input: A set of $K$ cloudlets with each having a residual computing capacity $C$, a set of requests $R$ with each request $r_j = (f_j, I_j, c_j, p_j)$

Output: Admit a subset $I'$ of requests in $R$ that maximizes the sum of revenues of admitted requests while meeting the reliability of each admitted request.

1. if $K$ is even then
2. Construct an instance of the GAP, where each request $r_j \in R$ has a corresponding item $I_j$ and each pair of cloudlets has a corresponding bin $B_k$ with bin capacity $cap(B_k) = 2C$ with $1 \leq k \leq K/2$;
3. Find an approximate solution $I'$ to the GAP problem using the approximation algorithm due to Cohen et al. [10];
4. else
5. Construct an instance of the GAP, where each request $r_j \in R$ has a corresponding item $I_j$ and each pair of cloudlets has a corresponding bin $B_k$ with bin capacity $cap(B_k) = 2C$ with $1 \leq k \leq K/2$, where a virtual cloudlet (bin) is added to the system, and let $K' = K + 1$, which is even;
6. Find an approximate solution $I'$ to the GAP problem using the approximation algorithm due to Cohen et al. [10];
7. $P_{\text{min}}' \leftarrow +\infty$ 
8. for $i = 1$ to $K/2$ do
9. Calculate $P_i'$ from $T_i'$
10. if $P_i' < P_{\text{min}}'$ then
11. $P_{\text{min}}' \leftarrow P_i'; i_0 \leftarrow i; T_{\text{temp}}' \leftarrow T_{i_0}'$
12. end if;
13. end for;
14. if $i_0 = K/2$ then
15. $I' = I' \setminus T_{K'/2}$
16. else
17. $T_{i_0}' \leftarrow T_{K'/2}; T_{K'/2} \leftarrow T_{\text{temp}}' \leftarrow T' \setminus T_{K'/2} $
18. end if;
19. end if;
20. for each item $I_j \in T_k'$ assigned to bin $B_k$ with $1 \leq k \leq [K/2]$
21. if $k \leq [K/2]$ then
22. Instantiate the primary and secondary VNF instances of $f_j$ for request $r_j$ in cloudlets $2k - 1$ and $2k$;
23. end if;
24. end for;
25. return the set of admitted requests and their primary and secondary VNF instance placements in cloudlets.

Theorem 3. Given an MEC $G(V, E)$ that contains $K$ cloudlets with each having identical residual computing capacity $C$, and a set of requests $R$ with each request $r_j \in R$ having exactly one secondary VNF instance, there is an approximation algorithm with an approximation ratio of $\frac{1}{1 - \epsilon'}$. Algorithm 2, for this special reliability-aware VNF instances provisioning problem. The proposed algorithm takes $O\left(\frac{|R|K}{K'} + \frac{K}{\epsilon'}\right)$ time, where $\epsilon'$ is a constant with $0 < \epsilon' \leq 3$. 
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Proof. We first show that the solution delivered by Algorithm 2 is feasible. Since a pair-bin $B^j_k$ that corresponds to cloudlets $2k$ and $2k+1$ has the computing capacity of $2C$, and the size $c(j, B^j_k) = 2c_j$ of placing item $I_j$ (admitting request $r_j$ by instantiating its primary and secondary VNF instances into $B_{2k}$ and $B_{2k+1}$) is equal to their resource demand $2c_j$, it follows that the allocation of VNF instances by solving the GAP problem, i.e., the capacity constraint on each cloudlet will not be violated.

We then analyze the approximation ratio of Algorithm 2, by distinguishing it into two cases, depending on whether the value of $K$ is even or not. If $K$ is even, then the solution is an approximate solution, which is $\frac{2}{3}$ times the optimal by the approximation algorithm in [10]; otherwise ($K$ is odd), we create a virtual cloudlet indexed as $K'$ ($= K + 1$). Let $T'$ be the approximate solution delivered by the approximation algorithm. As this solution is built upon the assumption that there are $K'$ cloudlets, we in fact have only $K$ cloudlets in the network. Following Algorithm 2, let $A$ be the total profit of the approximate solution, the minimum profit among the $K'/2$ pairs of cloudlets thus is no greater than $\frac{A}{K'/2}$. As we will remove all admitted requests in the minimum profit pair-bin from the solution, the resulting profit by the solution thus is at least $A - \frac{A}{K'/2} = A(1 - \frac{2}{3})$ due to the fact that $K' \geq 2$. Since $A \geq \frac{OPT}{OPT}(\frac{3}{2} \geq \frac{OPT}{OPT},$ where $OPT$ is the optimal solution to the problem, and $c' = 3c$ is a constant with $0 < c' \leq 3$.

We finally analyze the running time of Algorithm 2. The construction of the GAP instance takes $O(|R| \cdot |K|)$ time, while invoking the approximation algorithm due to Cohen et al. [10] takes $O(|R|/K + K)$ time. The solution delivered by the proposed algorithm, Algorithm 2, thus is no less than $\frac{1}{c'}$ times the optimal one, where $c'$ is a constant with $0 < c' \leq 3$.

### 7.2 A Dynamic Programming Algorithm for Another Special Reliability-Aware VNF Instances Provisioning Problem

We then study another special case of the reliability-aware VNF instances provisioning problem where different VNF instances of different network functions have the same amounts of computing resource demands, i.e., $c_i = c_j$ for all $f_i \in F$ and $f_j \in F$. For the sake of convenience, we assume that the computing resource demand by each network function is one computing unit. We propose an exact algorithm for the problem through a reduction to a profit maximization problem (defined later), and the solution to the latter in turn returns a solution to the former. The reduction is as follows.

#### 7.2.1 A Dynamic Programming Algorithm

Denote by $n$ the number of requests $r_1, r_2, \ldots, r_n$ in $R$, which correspond to jobs $J_1, J_2, \ldots, J_n$. There are $K$ cloudlets in $G$, and each can be treated as a bin $B_i$ with computing capacity $C_i, 1 \leq i \leq K$. The reliability requirement of request $r_j$ is implemented by placing $(n_j + 1)$ VNF instances to $n_j + 1$ cloudlets with each being allocated a computing unit at each cloudlet. The implementation of job $J_j$ will take $U_j$ bins and consume one computing unit in each of the chosen $U_j$ bins. The profit (revenue) obtained by implementing job $J_j$ is $p_j$. The profit maximization problem then is to find a subset $A$ of $R$ ($A \subseteq R$) such as the sum of profits of admitted requests in $A$ is maximized, subject to the computing capacity on each cloudlet in the network.

The defined profit maximization problem can be solved, using dynamic programming as follows. Without loss of generality, we assume

$$C_1 \geq C_2 \geq \ldots \geq C_K,$$

and

$$U_1 \geq U_2 \geq \ldots \geq U_n.$$  

Because each job needs at most one computing unit from any bin, we assume $n \geq C_1$, otherwise excessive capacity larger than $n$ will be useless.

Let $W_i = |\{j \mid C_j \geq i\}|$ be the number of bins that have at least $i$ computing units, for each and every $i$ with $1 \leq i \leq n$. Notice that some $W_i$ may be zero. We then have

$$W_1 \geq W_2 \geq \ldots \geq W_n.$$  

Definition. If a job $J$ is selected which needs $U$ computing units, then we assign one computing unit starting from the bin with the largest remaining capacity in a non-increasing order of remaining capacities until $U$ computing units have been assigned. We refer to this scheduling method as the canonical scheduling.

Theorem 4. All jobs $J_1, J_2, \ldots, J_n$ can be selected if and only if the following condition is satisfied.

$$\sum_{j=1}^{n} U_j \leq \sum_{j=1}^{n} W_j \quad \text{for all } i \text{ with } 1 \leq i \leq n.$$  

Proof. We prove Claim (19) by induction on the number of jobs $n$.

We start with induction basis. When $n = 1$, there is only one job that requires $U_1$ computing units. Therefore, if $J_1$ can be selected, we must have $U_1 \leq W_1$. On the other hand, if $U_1 \leq W_1$, then $J_1$ can be selected because its demanded $U_1$ computing units can be satisfied. We then assume that Claim (19) holds for all $n$ with $1 \leq n < h$. We finally show that Claim (19) also holds when $n = h + 1$ as follows.

On one hand, suppose that all $h + 1$ jobs can be selected. In this case, since the first $h$ jobs can be selected by the induction assumption, we have $\sum_{j=1}^{h} U_j \leq \sum_{j=1}^{h} W_j$ for all $i \leq i \leq h$. Now, because the first $h + 1$ jobs can also be selected, we then must have $\sum_{j=1}^{h+1} U_j \leq \sum_{j=1}^{h+1} W_j$ where $\sum_{j=1}^{h+1} U_j$ is the total number of computing units required by the $h + 1$ jobs and $\sum_{j=1}^{h+1} W_j$ is the total number of available computing units provided by all bins, because any bin with a capacity larger than $h + 1$ can only contribute at most $h + 1$ computing units.

On the other hand, suppose Claim (19) holds, i.e., $\sum_{j=1}^{h} U_j \leq \sum_{j=1}^{h} W_j$ for all $i \leq i \leq h + 1$. We show that all $h + 1$ jobs can be selected by canonically scheduling $J_1$ and distinguishing two cases: Case A and Case B, to deal with the remaining $h$ jobs.
Case A: if $U_1 = W_1$, then we have $\sum_{j=2}^{i} U_j \leq \sum_{j=2}^{i} W_j$ for all $i$ with $2 \leq i \leq h + 1$. Because there are $h$ remaining jobs, by the induction assumption, all the remaining $h$ jobs can be selected.

Case B: if $U_1 < W_1$, then not all $W_1$ bins are used, and there are $W_1 - U_1$ bins not used. We relabel the $h$ remaining jobs by labeling job $J_2$ as $J'_1$, $J_3$ as $J'_2$, ..., and $J_{h+1}$ as $J'_h$. Accordingly, we have $U'_1 = U_2$, $U'_2 = U_3$, ..., $U'_h = U_{h+1}$. Denote by $W'_i$ the number of bins that have at least $i$ remaining computing units for all $i$ with $1 \leq i \leq n$. We further distinguish Case B into two subcases: (i) $W_2 \leq U_1$; and (ii) $W_2 > U_1$, respectively.

Subcase (i): if $W_2 \leq U_1$, then
\begin{align}
W'_1 &= W_2 + W_1 - U_1, \\
W'_2 &= W_3, \\
&\vdots \\
W'_h &= W_{h+1}.
\end{align}

We thus have $U'_1 = W_2 \leq W_1 - W_1 = W'_1$, because $U_1 + U_2 \leq W_1 + W_2$. In general, for all $i$ with $2 \leq i \leq h$, we have
\begin{align}
\sum_{j=2}^{i} U'_j &= \sum_{j=2}^{i} U_j - \sum_{j=2}^{i} U_1 \\
&\leq \sum_{j=2}^{i} W_j - U_1, \text{ by Claim (19)} \\
&= \sum_{j=2}^{i} W_j + (W_2 + W_1 - U_1), \text{ by Eq. (20)} \\
&= \sum_{j=2}^{i} W'_j + W'_1 = \sum_{j=1}^{i} W'_j.
\end{align}

By the induction assumption, all $h$ remaining jobs can be selected by the bins.

Subcase (ii): Assume that there is a $p$ such that $W_2 > U_1$, $W_3 > U_1$, ..., $W_p > U_1$ but $W_{p+1} \leq U_1$. We then have
\begin{align}
W'_1 &= W_2 + (W_1 - W_2) = W_1, \\
W'_2 &= W_3 + (W_2 - W_3) = W_2, \\
&\vdots \\
W'_{p-1} &= W_p + (W_{p-1} - W_p) = W_{p-1}, \\
W'_p &= W_{p+1} + (W_p - U_1),
\end{align}

Note that if $p = h + 1$, then from Inequality (17) we have $W_1 > U_j$ for all $j$ with $1 \leq j \leq h + 1$. Then, all jobs can be selected. We thus assume that $p \leq h$, and this situation is illustrated in Fig. 2. We now have $W'_1 = W_1 \geq W_2 > U_1 \geq U_2 = U'_1$. For $i = 2, \ldots, p - 1$, we have
\begin{align}
\sum_{j=2}^{i} U'_j &= \sum_{j=2}^{i} U_j - \sum_{j=2}^{i} U_1, \text{ from inequality (17)} \\
&\leq \sum_{j=1}^{i} W_j, \text{ from the assumption of subcase (ii)} \\
&\leq \sum_{j=1}^{i} W'_j.
\end{align}

For $i = p, p + 1, \ldots, h$, we have
\begin{align}
\sum_{j=1}^{i} W'_j &= \sum_{j=1}^{p-1} W'_j + W'_p + \sum_{j=p+1}^{i} W'_j, \\
&= \sum_{j=1}^{p-1} W_j + W_{p+1} + (W_p - U_1) + \sum_{j=p+1}^{i} W'_j, \text{ by Eq. (23)}. \\
&= \sum_{j=1}^{p-1} W_j - U_1 + \sum_{j=p+2}^{p+1} W_j, \text{ by Eq. (24)}. \\
&= \sum_{j=1}^{i} W_j - U_1 \geq \sum_{j=1}^{i} U_j - U_1 = \sum_{j=2}^{i} U_j = \sum_{j=1}^{i} W'_j.
\end{align}

Therefore, by the induction assumption, all $h$ remaining jobs can be selected by the bins. The theorem thus follows. \hfill \Box

We thus can derive the following corollary from Theorem 4.

**Corollary 1.** Given any subset of jobs $\{J_{j_1}, J_{j_2}, \ldots, J_{j_h}\}$ of a set of jobs $\{J_1, J_2, \ldots, J_n\}$ with $U_{j_1} \geq U_{j_2} \geq \cdots \geq U_{j_h}$, $j_i \in \{1, 2, \ldots, n\}$ and $1 \leq i \leq p$, each job $J_{j_h}$ demands $U_{j_h}$ ($1 \leq U_{j_h} \leq K$) bins with one computing unit per bin. Assume that there are $K$ bins with each bin $B_i$ having $C_k$ computing units and $C_1 \geq C_2 \geq \cdots \geq C_K$, all the jobs in the subset is admissible by the $K$ bins if and only if the following condition is satisfied.

\begin{equation}
\sum_{i=1}^{h} U_{j_i} \leq \sum_{i=1}^{h} W_i, \quad \text{for all $h$ with $1 \leq h \leq p$.}
\end{equation}

Recall the admission of a job $J_j$ leads to a profit of $p_j$. Let $U = \sum_{j=1}^{n} U_j$. Define $L_i = \sum_{j=1}^{i} W_j$ for all $i$ with $1 \leq i \leq n$. Denote by $P(i, h, Y)$ the maximum profit from selecting $i$ jobs from the first $h$ jobs with $i \leq h \leq n$, whose total number of computing units needed is $Y$. Clearly $0 \leq Y \leq \sum_{j=1}^{n} U_j = U$. If there is no solution, then $P(i, h, Y) = 0$. The
initiation of $P(0, h, Y)$ is 0 for any $1 \leq h \leq n$ and $0 \leq Y \leq U$. The recurrence is defined as follows.

$$P(i, h, Y) = \begin{cases} p_h + P(i - 1, h - 1, Z), & \text{if } Y = Z + U_h \text{ and } Y \leq L_h, \\ P(i, h - 1, Y), & \text{otherwise.} \end{cases} \tag{28}$$

where $p_h$ is the revenue collected if request $r_h$ is admitted and $U_h = n_h + 1$ is the number of VNF instances placed for request $r_h$, and $Z$ is the total number of computing units required by the first $h - 1$ jobs admitted prior to the admission of job $h$, i.e., $Z = \sum_{i=0}^{h-1} U_i$. Note that from Corollary 1, $Y \leq L_i$ is to guarantee that the solution is valid.

Denote by $B(i, h, Y) = \{j_1, j_2, \ldots, j_l\}$ the set of indices of the selected $i$ jobs that achieves $P(i, h, Y) = \text{the maximum profit for this sub-problem. Then, } V(i, h, Y)$ is recursively defined as follows.

$$V(i, h, Y) = \begin{cases} V(i, h - 1, Y) & \text{if } P(i, h, Y) = P(i, h - 1, Y), \\ V(i - 1, h - 1, Z) \cup \{h\}. \end{cases} \tag{29}$$

The solution to the problem is $\max\{P(i, h, Y) | 1 \leq i \leq h \leq n, 0 \leq Y \leq U\}$. Specifically, given a set $R$ of requests, a set of $K$ cloudlets with each cloudlet $k$ accommodating $C_k$ VNF instances, Recurrence (28) can be used to derive the maximum revenue by admitting a subset of requests in $R$. An exact algorithm for the reliability-aware VNF instances provisioning problem then follows, and the detailed algorithm is given in Algorithm 3.

Algorithm 3: An Exact Algorithm for the Special Reliability-Aware VNF Instances Provisioning Problem

**Input:** $K$ cloudlets with each cloudlet $j$ accommodating $C_j$ VNF instances with the same computing resource demand by different network function instances, a set of requests $R$ with each request $r_j = (f_j, R_j, c_j, p_j) \in R$.

**Output:** Admit a subset of requests in $R$ such that the sum of revenues of admitted requests is maximized while the reliability requirement of each admitted request is met.

1: for each request $r_j \in R$ do 
2: Calculate the number $n_j$ of secondary VNF instances by Inequality (3); 
3: end for 
4: Identify a subset $A$ of requests in $R$ to maximize the revenue collected by solving Recurrence (28) for all $i$, $h$, and $C_i$ and let a subset $A$ is identified such that the revenue is maximized;
5: Let $r'_1, r'_2, \ldots, r'_{|A|}$ be the sequence of the ordered requests in the solution obtained in $A$;
6: for $j \leftarrow 1$ to $|A|$ do 
7: Perform $n_j + 1$ VNF instance allocations to $n_j + 1$ cloudlets, where $n_j$ VNF instances serve as secondary VNFs and one VNF instance serves as the primary VNF instance for each admitted request $r'_j \in A$.
8: end for

The rest is to analyze the time complexity of Algorithm 3 by the following theorem.

**Theorem 5.** Given an MEC $G(V, E)$ and a set of requests $R$, assume that each cloudlet $k$ of the $K$ cloudlets in $G$ has a computing capacity $C_k$ with $1 \leq k \leq K$, there is an exact algorithm, Algorithm 3, for the reliability-aware VNF instances provisioning problem with different VNF instances have demanded the same amount of computing resource, which delivers an exact solution within $O(K \cdot |R|^3)$ time, where $K$ is the number of cloudlets in $G$.

**Proof.** The running time of Algorithm 3 is dominated by solving the recurrence in the dynamic programming and subsequently VNF instances allocations for each admitted request, both take $O(K \cdot |R|^3)$ time since $0 \leq i \leq |R|$, $1 \leq h \leq |R|$. The time complexity for solving Recurrence (28) is as follows. Consider how to select $i$ jobs from the first $h$ jobs with $i \leq h$, such that the total required computing unit is $Y$. Obviously, $0 \leq W \leq \sum_{j=1}^{n_h} U_j \leq Kn_h$, as each request has at most $K$ VNF instances with each placed at one of the $K$ cloudlets. For each fixed $i$, $h$, and $W$, we find a solution that has the maximum total profit. Since $1 \leq i \leq h \leq |R|$, there are $O(K|R|^3)$ sub-problems need to solve.

8 PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed algorithms for the reliability-aware VNF instances provisioning problem. We also investigate the impact of parameters on the performance of the proposed algorithms.

8.1 Experimental Environment Settings

We assume that a MEC $G = (V, E)$ consists of 100 APs, in which the number of cloudlets $K$ is 10 percent of the network size, and the cloudlets are randomly co-located with some of the APs. Each network topology is generated using the widely adopted approach due to Barabási and Albert [3]. The computing capacity $C_k$ of each cloudlet is drawn in a range from 2,000 to 4,000 MHz [19]. The network offers 20 different types of network functions, i.e., $|F| = 20$, where the computing resource demand $c_i$ of a VNF instance of network function $f_j \in F$ is randomly drawn between 40 MHz and 400 MHz [2]. The number of secondary VNF instances of the network function for request $r_j$ is randomly drawn between 0 and 4, because in the extreme case where the failure rate of each cloudlet is 10 percent, allocating four secondary VNF instances and one primary VNF instance to a request is able to guarantee a carrier-grade reliability of 99.999 percent (five nines). The running time obtained of each algorithm is based on a desktop with a 4 GHz quad-core Intel i7 CPU and 16 GB RAM.

We evaluate the proposed algorithms Algorithms 1, 2, 3, and the ILP solution, which are referred to as ALG-1, ALG-2, ALG-3, and ILP, respectively. Each value in figures is the mean of the results of 30 trials.

8.2 Algorithm Performance Evaluation for the Reliability-Aware VNF Instances Provisioning Problem

We first evaluate the proposed approximation algorithm Algorithm 1 for the reliability-aware VNF instances provisioning problem against a baseline algorithm Greedy that adopts a linear cost model. Given a request $r_j = (f_j, R_j, c_j, p_j)$ that needs $(n_j + 1)$ VNF instances, algorithm
Greedy places its VNF instances into top-(n_j + 1) cloudlets with the largest residual computing capacity. It takes O(K) time to identify the top-(n_j + 1) cloudlets if a linear-time selection algorithm is applied. Thus, the running of algorithm Greedy is O(K · |R|), where K is the number of cloudlets and R is the set of requests.

Figs. 3a and 3b shows the curves of the total revenues and the normalized revenues delivered by algorithms ILP, ALG–1 and Greedy, respectively, where the normalized revenue refers to the average revenue of admitting a request. It can be observed from these two figures that when the number of requests is very small, algorithm Greedy achieves a slightly better performance than algorithm ALG–1. However, with more and more request arrivals over time, the total revenue delivered by algorithm ALG–1 increases steadily while algorithm Greedy grows at a much slower rate. When the number of requests reaches 1,000, the total revenue of algorithm Greedy is approximately 70 percent of that of algorithm ALG–1. The reason behind is that algorithm ALG–1 is more conservative: it rejects those requests with high costs by the admission control policy to alleviate overloading of network resources, thereby achieving better performance. We also evaluate the approximation ratio of algorithm ALG–1 empirically through comparing the total revenue delivered by algorithm ALG–1 and the optimal one by the optimal algorithm ILP. It can be seen from Figs. 3c and 3d that the empirical approximation ratio of algorithm ALG–1 is at most 1.17 in all cases, compared with the analytical approximation ratio of 20 according to Theorem 2 when K = 100. This demonstrates that the empirical performance of algorithm ALG–1 is significantly better than its analytical counterpart.

8.3 Algorithm Performance Evaluation for Special Reliability-Aware VNF Instances Provisioning Problems

What follows is to study the performance of the proposed approximation algorithm ALG–2 against algorithms ALG–1 and ILP for the special case of the problem where every request needs only one secondary VNF instance. It can be observed from Figs. 4a and 4b that the total revenue delivered by algorithm ALG–2 is nearly close to the exact one delivered by algorithm ILP, while the solution delivered by algorithm ALG–1 is the worst. Specifically, when the number of requests is 1,000, the total revenue by algorithm ALG–2 is around 93 percent of the optimal solution, which is an 8 percent improvement over the one delivered by algorithm ALG–1. It also can be seen from Fig. 4c that among the three comparison algorithms, algorithm ALG–1 runs fastest, while algorithm ILP is the slowest. This demonstrates a non-trivial tradeoff between the quality of a solution and the running time to deliver the solution.

We third evaluate the performance of ALG–3 against ILP and ALG–1 for the special reliability-aware VNF instances provisioning problem where the computing demand by each network function instance is identical, by varying the number of requests from 100 to 1,000.

Figs. 5a, 5b, and 5c show the total revenue, normalized revenue, running time of the mentioned algorithms, respectively. It can be seen from Figs. 5a and 5b that both algorithms ALG–3 and ILP deliver exact solutions to the problem, while the heuristic algorithm ALG–1 delivers a very good solution. The total revenue delivered by algorithm ALG–1 is no less than 80 percent of that by algorithms ALG–3 and ILP. Despite the optimal solutions delivered by both algorithms ALG–3 and ILP, it can be seen from Fig. 5c that algorithm ILP is very time-consuming and exhibits poor scalability while algorithm ALG–3 runs significantly faster. It is observed that when there are 100 requests, the running time of algorithm ALG–3 is larger than that of algorithm ILP, due to the overhead of constructing data structures for solving the recurrence in dynamic programming. However, when the number of requests reaches 1,000, algorithm ALG–3 takes less than one minute while algorithm ILP takes more than two hours to find an optimal solution. Meanwhile, Fig. 5c also indicates
that the running time of algorithm ALG-1 is only a small fraction of algorithm ALG-3, not to mention algorithm ILP.

8.4 Parameter Impacts on Algorithm Performance

We finally study the impact of important parameters on the performance of algorithms ALG-1.

In all experiments so far we assumed that the maximum number $n_{\text{max}}$ of secondary VNF instances of each request is set at 4. We now investigate the impact of $n_{\text{max}}$ on the performance of algorithm ALG-1, by varying $n_{\text{max}}$ while fixing the number of cloudlets at 20. Fig. 6a shows the total revenue delivered by it when the number of requests grows from 100 to 1,000. Notice that when the number of requests is less than 300, the total revenues of different algorithms with different $n_{\text{max}}$ are nearly identical, meaning the network has a relatively abundant amount of resources to accommodate different requests. However, with more requests, the larger the value of $n_{\text{max}}$, the smaller the total revenue delivered by algorithm ALG-1. The reason behind this is that the amount of available resources in the network and the payments of requests do not change, yet each request demands more resources when $n_{\text{max}}$ increases.

We also evaluate the total revenues delivered by algorithm ALG-1 by varying the number of cloudlets $K$ while fixing the number of requests at 1,000. The results are shown in Fig. 6b. When the number $K$ of cloudlets increases, the amount of available resources increases accordingly. As a result, the larger $K$ is, the higher the total revenue delivered by algorithm ALG-1 with and without the admission control policy. Meanwhile, for the same $K$, the larger the value of $n_{\text{max}}$, the lower the total revenue delivered by ALG-1, because the revenue of a request does not increase yet the resource demand of the request increases.

The rest is to investigate the impacts of both the admission control policy and the parameter $\alpha$ in Eq. (9) on the performance of algorithm ALG-1. Fig. 7a shows the performance of algorithm ALG-1 with and without adopting the admission control policy. It can be seen that algorithm ALG-1 achieves a higher revenue if it does not adopt the admission control policy for the first four hundred requests. However, with more and more request arrivals, it achieves a higher revenue in the long term if the admission control policy is adopted. The rationale is that without any admission control policy, requests that consume excessive resources will be admitted if there are sufficient resources for them. Consequently, such resource allocations will heavily impact the admissions of future requests. As a result, the total revenue by algorithm ALG-1 without the admission control policy is only two-thirds of that by itself with the admission control policy. Fig. 7b plots the performance curves of algorithm ALG-1 by varying the value of $\alpha$ in Eq. (9) from $2^1K$ to $2^5K$, where $K$ is the number of cloudlets in the network. It can be seen from Fig. 7b that the larger the value of $\alpha$, the less the total revenue delivered by ALG-1 and vice versa. This is due to the fact that the larger the value of $\alpha$, the higher the cost of using an overloaded resource will be, leading to more conservative resource usage.

9 CONCLUSION

In this paper, we studied reliability-aware VNF instances provisioning in MEC, by casting a novel optimization problem. We first showed that the problem is NP-hard and formulated an integer linear program solution for it. We then proposed a logarithmic-approximation algorithm for the problem. Particularly for a special case of the problem where each request needs only one secondary VNF instance, we developed a constant approximation algorithm. Moreover, we proposed an exact algorithm for another special case of the problem where resource consumptions of different VNF instances are identical. We finally evaluated the performance of the proposed algorithms through experimental simulations. Experimental results demonstrated that the proposed algorithms are promising, and the empirical results delivered by the proposed algorithms outperform their analytical counterparts as theoretical estimation usually are very conservative.
**APPENDIX A**

**PROOF OF LEMMA 1**

**Proof.** Consider a request \( r_f \in A \) admitted by the approximation algorithm. Then, for any cloudlet \( k \) with \( 1 \leq k \leq K \), we have

\[
\begin{align*}
  w_k(j') - w_k(j) &= C_k (\alpha - \frac{C_k(j')}{c_f} - 1) - C_k (\alpha - \frac{C_k(j)}{c_f} - 1) \\
  &\leq C_k (\alpha - \frac{C_k(j')}{c_f} - 1) - C_k (\alpha - \frac{C_k(j)}{c_f} - 1)
\end{align*}
\]

where Inequality (30) follows because requests are sorted, Inequality (31) holds because at most \( c_f \) amount of computing resource is consumed at cloudlet \( k \), and Inequality (32) holds because \( 2^x - 1 \leq x \) with \( 0 \leq x \leq 1 \).

Recall that \( K_f \) is the set of cloudlets in which the proposed approximation algorithm places a VNF instance of \( r_f \). We then calculate the sum of costs of cloudlets in \( G \) when admitting request \( r_f \). Notice that if none of the VNF instances of \( r_f \) is created at a cloudlet \( k \), the cost of the cloudlet does not change after the admission of request \( r_f \). The difference in the cost sum of all cloudlets before and after admitting request \( r_f \) thus is

\[
\sum_{k=1}^{K} (w_k(j') - w_k(j)) = \sum_{k \in K_f} (w_k(j') - w_k(j))
\]

where Ineq. (34) follows from the fact that \( r_f \) is admitted and Ineq. (10), Ineq. (35) follows because \( p_f \geq 1 \).

The cost sum of all cloudlets after having examined last request \( r_{|R|} \) thus is

\[
\begin{align*}
  \sum_{k=1}^{K} w_k(|R| + 1) &= \sum_{j=1}^{|R|} \sum_{k=1}^{K} (w_k(j') - w_k(j)) \\
  &= \sum_{j \in A} \sum_{r_f \in A} (w_k(j') - w_k(j)) \\
  &\leq \sum_{j \in A} (2K - p_f \cdot \log \alpha)
\end{align*}
\]

**APPENDIX B**

**PROOF OF LEMMA 2**

**Proof.** Consider a request \( r_f \) that is admitted by the optimal algorithm yet rejected by the proposed approximation algorithm. Since \( r_f \) is admitted by the optimal algorithm, it means that the optimal algorithm is able to admit \( r_f \) using a set \( K_f^{opt} \) of cloudlets. There are exactly two cases. Case 1: every cloudlet in \( K_f^{opt} \) has sufficient resources to admit \( r_f \); and Case 2: at least one cloudlet in \( K_f^{opt} \) does not have sufficient resources to meet the resource demand of \( r_f \).

In the following we show that Inequality (11) holds in both of the two cases.

Case 1: If every cloudlet in \( K_f^{opt} \) has sufficient resources to admit \( r_f \), the proposed approximation algorithm must be able to find a set \( K_f \) of cloudlets such that \( K_f \) can meet the resource demand of request \( r_f \) and for any set including \( K_f^{opt} \) of \( n_f + 1 \) cloudlets. That is, \( \sum_{k \in K_f^{opt}} \psi_k(j') \leq \sum_{k \in K_f^{opt}} \psi_k(j') \). Since \( r_f \) is rejected by the proposed algorithm, the cost sum of cloudlets in \( K_f^{opt} \) when admitting request \( r_f \) is no less than the given threshold in the admission control policy (10), i.e., \( K \cdot p_f \leq \sum_{k \in K_f^{opt}} \psi_k(j') \leq \sum_{k \in K_f^{opt}} \psi_k(j') \).

Case 2: At least one cloudlet in \( K_f^{opt} \) does not have sufficient available resource to meet the demand of request \( r_f \). Thus, there must exist at least one cloudlet \( k \) such that its residual computing capacity \( C_k(j') \) is less than the computing demand \( c_f \). Consequently, the sum of the normalized costs of cloudlets in \( K_f^{opt} \) is greater than \( K p_f \).

\[
\sum_{k \in K_f^{opt}} \psi_k(j') \geq \psi_k(j') = \frac{C_k(j')}{c_f} - 1
\]

where \( \frac{C_k(j')}{c_f} - 1 \) is the normalized cost of cloudlet \( k \) and \( \psi_k(j') \) is the cost of cloudlet \( k \) after being examined by the algorithm.

\[
\begin{align*}
  \sum_{k \in K_f^{opt}} \psi_k(j') &\geq \psi_k(j') = \frac{C_k(j')}{c_f} - 1 \\
  &\geq \frac{1}{c_f} - 1, & \text{since } C_k(j') < c_f \\
  &\geq \frac{1}{c_f} - 1, & \text{since } \alpha \leq 2^{\min/e_{max} \leq 2^{e_f/e_f}} \\
  &\geq \frac{1}{c_f} - 1, & \text{since } \alpha \geq 2K \cdot Q_{max} + 2 \\
  &\geq c_f \cdot p_f + 2.
\end{align*}
\]
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