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Abstract—As a critical supplementary to terrestrial
communication networks, low-Earth-orbit (LEO) satellite-
based communication networks have been gaining growing
attention in recent years. In this paper, we focus on data collec-
tion from geo-distributed Internet-of-Things (IoT) networks via
LEO satellites. Normally, the power supply in IoT data-gathering
gateways is a bottleneck resource that constrains the overall
amount of data upload. Thus, the challenge is how to collect
the data from IoT gateways through LEO satellites under
time-varying uplinks in an energy-efficient way. To address
this problem, we first formulate a novel optimization problem,
and then propose an online algorithm based on Lyapunov
optimization theory to aid green data-upload for geo-distributed
IoT networks. The proposed approach is to jointly maximize
the overall amount of data uploaded and minimize the energy
consumption, while maintaining the queue stability even without
the knowledge of arrival data at IoT gateways. We finally
evaluate the performance of the proposed algorithm through
simulations using both real-world and synthetic data traces.
Simulation results demonstrate that the proposed approach can
achieve high efficiency on energy consumption and significantly
reduce queue backlogs compared with an offline formulation
and a greedy “Big-Backlog-First” algorithm.

Index Terms—Green data-collection, LEO satellite, Internet-
of-Things (IoT).

I. INTRODUCTION

INTERNET-OF-THINGS (IoT) networks have been widely
applied to various applications, such as the remote surveil-

lance systems used to monitor natural disasters, wild animals
and environmental parameters of climate change, as well as
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Fig. 1. Data collection from geo-distributed IoT networks via LEO satellites.
Weather conditions greatly affect the channel state of uplinks.

the precision agriculture and other remote asset-management
networks shown in Fig. 1.

Tremendous numbers of IoT devices and data-gathering
gateways in the edge together constitute the data-sensing and
capturing system. The data-sensing devices may have low cost
and long battery lives based on the emerging Narrow-band IoT
technology [1]. In large-scale geo-distributed IoT networks,
such as oil & gas platforms located in remote locations, data-
sensing can be accomplished by well-connected ground IoT
networks. However, the problem is how to timely and effi-
ciently gather data cached in distributed IoT gateways, and
then forward the data to data centers for further analysis.

For urban IoT networks, some existing studies [2]–[4] use
the cellular networks such as 3G, 4G or potentially 5G tech-
nologies to establish dedicated data gathering networks. For
the offshore IoT networks, studies [5], [6] explore the use of
UAVs to gather data sensing from offshore ocean-observation
devices. However, these approaches are technically impossible
or prohibitive in terms of their operation cost for large-scale
geo-distributed IoT networks. Recently, low-earth-orbit (LEO)
satellite based constellation networks have been launched
and LEO satellite based projects, e.g., OneWeb, SpaceX, and
Boeing, announced to provide global Internet-access services.
Under the fully covered global access networks [7], [8], LEO
satellites provide great opportunities to the geo-distributed IoT
networks. However, the challenge is to design energy-efficient
data gathering schemes to aggregate the data caching in IoT
gateways under the LEO satellite based access networks.
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Adopting this new data gathering scheme is based on the fol-
lowing three aspects. First, the power supply for the large
number of IoT gateways isolated in remote locations is viewed
as a bottleneck constraint [6]. Second, the uplinks from IoT
gateways to LEO satellites are time-varying dynamic chan-
nels, which are particularly sensitive to weather conditions.
For example, as shown in Fig. 1, the weather conditions usu-
ally differ from gateway to gateway. Transmitting the same
volume of data under a bad channel condition consumes much
more energy than that under a good condition [9]. Finally, if
the data cached in IoT gateways are not gathered in a timely
manner, the successive data stream will flush them shortly. The
so-called buffer overflow problem [10]–[12] will incur data
loss. Therefore, it is significant to design an optimal schedul-
ing mechanism for online data collection from geo-distributed
IoT networks such that the total energy consumption is mini-
mized, the overall amount of data uploaded can be maximized,
and the data overflow in gateways can be also avoided.

In this paper, a novel optimization problem based on this
application scenario is formulated. Then, an online scheduling
framework is developed using the Lyapunov optimization tech-
nique [13]. The main contributions of this paper are described
as follows.

• We study a novel green online data gathering problem
for the geo-distributed IoT networks using the LEO
networks. The novelty of this problem relies in the con-
sideration of the time-varying uplinks due to the relative
motion between LEO satellites and IoT gateways.

• To jointly minimize energy consumption and maximize
overall data uploaded, we devise a novel online algo-
rithm for green data-uploading, which can avoid the
buffer overflow problem during data gathering from the
geo-distributed IoT networks as well. The theoretic char-
acteristics of the online algorithm, such as the optimality
gap and the stability of gateway queues, are analyzed
rigorously.

• Finally, based on real-world traces of LEO constella-
tion, the simulation results show that the proposed online
algorithm achieves much higher efficiency of energy
consumption and lower queue backlogs than a greedy
“Big-Backlog-First” algorithm.

The rest of this paper is organized as follows. Section II
reviews related work. Section III specifies system model
and problem formulation. Section IV presents the proposed
online scheduling framework. Section V conducts performance
evaluation. Finally, Section VI concludes the paper.

II. RELATED WORK

In the perspective of data gathering for IoT networks, vari-
ous approaches have been proposed for different scenarios. For
example, Barbatei et al. [5] presented a UAV based prototype
that can gather and relay data from the sensor nodes deployed
in remote areas or floating on water surface. Zolich et al. [6]
combined the UAV and the low-cost buoys hardware to imple-
ment a sensor data collection system, which has been used
to gather the underwater sensor data in Norwegian subarctic
fjord. To enable the IoT data collection processes for multiple

parties, Cheng et al. [14] made use of a concurrent data col-
lection tree to improve the collection effectiveness of IoT
applications. A mobile satellite communication services com-
pany Isatdata Pro [8] exploited the LEO satellites to provide
the global communication services for Machine-to-Machine
(M2M) applications. This is very useful to relay the sensor
data from remote assets such as oil, gas, maritime, commercial
fishing and heave equipment sectors.

Several studies related to satellite based communica-
tion networks have been recently conducted. For example,
Wu et al. [15] proposed a two-layer caching model for content
delivery services in satellite-terrestrial networks. Jia et al. [16]
studied data transmission and downloading by exploiting the
inter-satellite links in the LEO satellite based communication
networks. Cello et al. [17] proposed a selection algorithm to
mitigate network congestion, using the nano-satellites in the
LEO based networks.

Comparing with existing studies, we particularly focus
on green online data gathering problem from the global
distributed IoT networks using LEO satellites.

In an earlier version of this work [18], we have studied a
basic online data gathering problem for geo-distributed remote
IoT networks. In contrast, we further consider the stability of
gateway queues in the problem formulation of this paper. We
also provide theoretic analysis on the optimality gap of the
new online algorithm while considering the queue stability. In
another article [19], we study a problem contrary to that of
this paper, i.e., how to download data from the LEO satellite
based datacenter in an energy-efficient manner.

III. PROBLEM FORMULATION

A. System Model

We consider a discrete-time system measured in time slots
t ∈ {1, 2, ...T}, where T denotes the number of time slots.
The length of each slot is denoted by δ, which ranges from
hundreds of milliseconds to seconds [20]. We then focus on
geo-distributed IoT networks G = 〈I ∪ J ,E (t)〉, where I
and J are a set of ground IoT data-gathering gateways and
LEO satellites orbiting in specific planes, respectively. E(t)
is a set of time-varying uplinks in time slot t between the
IoT data-gateways and LEO satellites. The gathered data can
be temporally stored in satellites and transmitted to ground
stations eventually. Note that, we only study data gathering
through uplinks in this paper.

Since LEO satellites are orbiting in their planes according
to predefined parameters, the time-varying available uplinks
between the ground gateways and satellites can be known as
a priori in each time slot. We use (i , j ) ∈ E (t) to denote an
uplink channel between an IoT gateway i ∈ I and a LEO
satellite station j ∈ J , and let ct

ij represent the channel state
of (i, j) at time slot t. The time-varying channel state can
be obtained by direct measurement [9] or by prediction [21].
We thus assume that the channel state can be known by the
system controller at the beginning of a time slot in our system
model. Every satellite has a data-receiving rate capacity, which
is denoted by Cj , j ∈ J .
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In the geo-distributed IoT network scenario, we consider
the power supply as the bottleneck resource [7] in IoT
gateways, rather than the frequency resource in LEO satel-
lites, because modern high-throughput satellites can achieve
high transmission capability using the technology of frequency
reuse in multiple spot beams. For our system model, the
frequency bandwidth for satellite uplinks is first divided
into a group of orthogonal narrow channels exploiting the
Orthogonal Frequency Division Multiplexing (OFDM) tech-
nology [22], [23]. When multiple gateways connect to the
same LEO satellite, we assume that the gateways are
using uploading channels under a combination of Frequency
Division Multiple Access (FDMA) [24] and Time Division
Multiple Access (TDMA) [24] techniques. Under such a
hybrid mechanism, each IoT gateway is assigned a unique
channel to one of its available uplinks during the specified time
slots for its data uploading. To avoid data uploading overlap-
ping, multiple gateways can connect to the same LEO satellite
by using either (i) a same transmission channel at different
time slots, or (ii) different transmission channels at a same
time slot, and subject to the constraint of the satellite’s data-
receiving rate capacity. In other words, a transmission channel
can be reused by different uplinks at different time slots, and
different gateways must use different channels to connect to
the same satellite at the same time slot.

On the other hand, if an uplink is configured for a gate-
way, it can be served immediately to upload packets to the
associated satellite. Taking both the division multiple access
mechanism and the dynamic gateway-to-satellite contact win-
dows into account, we consider the preemptive model for each
time-varying uplink. If an uplink is called preemptive, a data-
uploading task conducting through this uplink in a time slot
can be replaced by another uploading task in the next time slot,
according to a predefined priority policy of channel allocation.

We then describe the relationship between the power allo-
cation and transmission rate on an uplink by referring to a
well-adopted concave rate-power curve g(p, c) [9], [25] as
shown in Fig. 2(a), where p and c denote the power allocation
and the channel condition, respectively. The maximum trans-
mission rate of each uplink is denoted as μmax under arbitrary
channel conditions, i.e., g(p, c) ≤ μmax,∀p ∈ −→P ,∀c ∈ −→C ,
where

−→
C is a vector of given channel conditions.

In practice, the power-allocation parameter in a transmitter
adopts linear piecewise power-rate curves with a pre-defined
finite set of discrete operating gears [9], [25] denoted by

−→
P =

[p1, p2, . . . , pmax], rather than a continuous concave function
as shown in Figure 2(a). Thus, the transmission rate of an
uplink is determined by two critical parameters, i.e., the power
gear allocated and the currently observed channel condition.

As shown in Fig. 2(b), the volume of IoT data stream arriv-
ing to each gateway i ∈ I at each time slot t is denoted as
ai (t). Note that, we assume all the data-arrival rates at IoT
gateways are within a positive peak value Rmax . Let Qi (t)
denote the time-varying backlog of the queue residing in gate-
way i. It can be seen that Qi (t) keeps growing if the data in
gateway i cannot be successfully collected by satellites, and
finally triggers buffer overflow in the gateway.

Important notations are also explained in Table I.

(a) (b)

Fig. 2. (a) Shows the classical Shannon’s Theorem based piecewise rate-
power curve [9], [25] with parameters: power-supply gear p and channel
condition c. (b) Illustrates the system model.

TABLE I
NOTATIONS AND VARIABLES

B. Problem Statement and Formulation

1) Variables: Given the system model described above,
the crucial control decision we need to make is the power
allocation for each uplink channel. Therefore, we define a real-
valued variable pt

ij ∈
−→
P to represent the power allocation level

on the uplink (i , j ) ∈ E (t) at time slot t.
2) Performance Metrics: For data collection from the geo-

distributed IoT networks, the overall amount of data uploaded
is the most critical performance metric, which should be
devoted to improve. Denoted by data(t), we define the time-
varying data amount uploaded at time slot t as

data(t) =
∑

(i ,j )∈E(t)

g
(
pt
ij , c

t
ij

)
· δ,∀t . (1)

As mentioned earlier, the data-upload in an IoT gateway
is constrained by its energy-budget. If the power allocation
on uplink channels cannot be carefully scheduled, e.g., allo-
cating too large power gear to an uplink with bad channel
condition, much energy is going to be wasted, thus reducing
the overall amount of data uploaded. Therefore, the energy
consumption should be minimized when uploading data to
satellites. Denoted by eng(t), the total energy consumption
spent on data-uploading throughout all ground gateways at
time slot t is calculated as

eng(t) =
∑

(i ,j )∈E(t)

δ · pt
ij ,∀t . (2)
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To maximize the overall amount of data uploaded and min-
imize the energy consumption simultaneously, we define a
penalty function that positively associates with the numeri-
cal energy consumption eng(t) and reversely associates with
the numerical data amount data(t). The objective is to mini-
mize a time-average penalty, which is denoted by Pen , while
all queue backlogs are keeping mean-rate stable. Note that,
we call a queue in gateway i ∈ I is mean-rate stable [13],
if it satisfies lim

t→∞
E{Qi (t)}

t = 0. We thus have the following

penalty-minimization formulation.

min Pen = lim
T→∞

1
T

T∑

t=1

[β · eng(t)− data(t)] (3)

s.t.
∑

(i ,j ′)∈E(t),
&(j ′=j )

g
(
pt
ij , c

t
ij

)
≤ Cj , ct

ij ∈
−→
C ,∀j ∈ J (4)

Qi (t) is mean-rate stable, ∀i ∈ I

Variables: pt
ij ∈
−→
P ,∀(i , j ) ∈ E (t),∀t = 1, . . . ,T .

(5)

In the objective function (3), β indicates the weight of
energy consumption in the penalty function. By tuning β, we
have an integrated numerical objective in (3). Let Cj denote
the total data receiving rate capacity of LEO satellite j ∈ J
at any time slot, inequality (4) indicates that the total upload-
ing data rate should not exceed the capability of each satellite
when it is receiving data from ground IoT gateways. Finally,
constraint (5) ensures the stability in gateway queues.

IV. ONLINE SCHEDULING FRAMEWORK

In this section, we strive for a near-optimal solution to the
online green data gathering problem (3) using the queue back-
log theory under the Lyapunov optimization framework [13].
The Lyapunov optimization technique is a kind of stochastic
optimization, which can be used to address the online con-
trol problems by manipulating the queue backlogs in system.
Under this framework, queue backlogs are extremely useful
for designing dynamic algorithms that do not require a-priori
knowledge of channel statistics.

A. Problem Transformation

1) Dynamics of Queues: Recall that the backlog Qi (t)
represents the data size measured in bits in the queue of
gateway i ∈ I . A small backlog indicates queue stability,
while a large one implies high probability of buffer overflow.
Initially, Qi (1) = 0,∀i ∈ I . Afterwards, the time-varying
queue backlog of each IoT gateway evolves as follows.

Qi (t + 1) = max [Qi (t)− bi (t), 0] + ai (t),∀i ∈ I , (6)

where bi (t) = δg(pt
ij , c

t
ij ), (i , j ) ∈ E (t), represents the total

diminishing bits of the backlog Qi .
2) Virtual Queues: We then transform the original

minimization problem (3) into a pure queue-stability problem
based on Lyapunov optimization theory [13]. To make sure
the constraint (4) still holds, we define a virtual queue Xj for

each satellite j ∈ J with the following update function.

Xj (t + 1) = max
[
Xj (t) + xj (t), 0

]
, ∀t = 1, . . . ,T , (7)

where xj (t) =
∑

i :(i ,j )∈E(t) g(pt
ij , c

t
ij ) − Cj , ∀j ∈ J ; ∀t =

1, . . . ,T . The initial backlog is Xj (1) = 0 for each virtual
queue.

Insight: By summing Xj (t) over time slots t =
1, . . . ,T , we have Xj (T )

T − Xj (1)
T ≥ 1

T

∑T
1 xj (t). With

Xj (1) = 0, take expectations on both sides and let T →
∞, we get limT→∞ sup E{Xj (T )}

T ≥ limT→∞ sup xj (t),
where xj (t) is the time-average expectation of xj (t) over
t = 1, . . . ,T . If Xj (t) is mean-rate stable [9], we

have limT→∞ sup E{Xj (T )}
T = 0, which indicates that

limT→∞ sup xj (t) ≤ 0. This implies that the desired con-
straints for xj (t) are satisfied.

Then, combining all actual and virtual queues, we can
obtain a concatenated vector Θ(t) = [Q(t),X(t)] with update
equations (6) and (7). Next, a Lyapunov function of the
geo-distributed data gathering system is defined as follows.

L(Θ(t)) � 1
2

∑

i∈I

Qi (t)2 +
1
2

∑

j∈J

Xj (t)2. (8)

In fact, L(Θ(t)) calculates a scalar volume of queue con-
gestion [13] in the geo-distributed data gathering system.
Normally, a Lyapunov function with a small value indicates
short backlogs of both actual and virtual queues. Thus, the
system could keep in a stable state.

3) Drift-Plus-Penalty Expression: We then define a one-slot
conditional Lyapunov drift [13], denoted by Δ(Θ(t)), which
is calculated as

Δ(Θ(t)) = E{L(Θ(t + 1))− L(Θ(t))|Θ(t)}. (9)

Insight: Given the current backlogs of the system Θ(t),
the drift shown as equation (9) depicts the expectation of
variation measured in Lyapunov function (8) over one time
slot. Under the framework of Lyapunov optimization, the
supremum bound of Lyapunov drift-plus-penalty expression is
expected to be minimized in each time slot, aiming to retrieve
the near-optimal decisions for our proposed original green data
gathering problem.

Thus, the transformed problem is rewritten as the follows.

min Δ(Θ(t)) + V E{β · eng(t)− data(t)|Θ(t)}
s.t. pt

ij ∈
−→
P ,∀t = 1, . . . ,T . (10)

In (10), V is a tunable knob denoting the weight of penalty.
The objective function (10) reaffirms our three-fold goals
for the online green data gathering from geo-distributed IoT
networks: (1) to minimize the energy consumption, (2) to
maximize the overall amount of data uploaded, and (3) to
maintain the stability of the holistic system meanwhile.

We then have the following theorem.
Theorem 1: Given that the data arrival rate ai (t), the time-

varying available uplink set E (t), the backlogs of both actual
and virtual queues are observable at each slot t, for any value
of Θ(t), the Lyapunov drift Δ(Θ(t)) of the geo-distributed IoT
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data gathering system under arbitrary control policies satisfies
the following results:

Δ(Θ(t)) ≤ B +
∑

i∈I

Qi (t)E{ai (t)− bi (t)|Θ(t)}

+
∑

j∈J

Xj (t)E
{
xj (t)|Θ(t)

}
, (11)

where B = 1
2 |I |[R2

max + (|J | + δ2)μ2
max] +

∑
j∈J

Cj (1
2Cj −

|I |μmax ) is a positive constant. Note that, |.| represents the
size of a set.

Please find the poof of Theorem 1 from the Appendix-A of
our online technical report [26]. Based on Theorem 1, we then
derive the upper bound of drift-plus-penalty expression for
the geo-distributed data gathering system by combining (10)
and (11) as follows.

Δ(Θ(t)) + V E{β · eng(t)− data(t)|Θ(t)} ≤ B

+ V δ
∑

(i ,j )∈E(t)

[
βpt

ij − g
(
pt
ij , c

t
ij

)]
(12)

+
∑

i∈I

Qi (t)E
{
ai (t)− δg

(
pt
ij , c

t
ij

)
|Θ(t)

}
(13)

+
∑

j∈J

Xj (t)E
{
xj (t)|Θ(t)

}
. (14)

B. Online Scheduling Algorithm

Unlike existing offline solutions that make decisions based
on the known data-arriving rates, we do not make such an
impractical assumption. Instead, we design our online schedul-
ing algorithm only depending on the observed queue backlogs
in each time slot. Driven by the upper bound of drift-plus-
penalty expression derived in the end of last subsection, it can
be seen that minimizing the objective in (10) is equivalent to
minimizing expressions (12), (13) and (14) jointly. Thus, we
have proposed a two-phase online data-gathering Algorithm 1.

1) Phase-I, Power Allocation on Uplinks: In each time slot,
the power allocation decisions on uplinks are independent
among different gateways. Therefore, the power allocation
can be accomplished by the centralized system controller for
each individual gateways without having to know the backlog
information from other gateways. This is a very practical merit
for the large-scale global geo-distributed IoT networks.

Let (p, c) be short for the term (pt
ij , c

t
ij ), we have the

following subproblem (15):

min Γ(p, c)

s.t. pt
ij ∈
−→
P , (i , j ) ∈ E (t), i ∈ I ,∀t , (15)

where Γ(p, c) = V [βpt
ij − g(pt

ij , c
t
ij )] − Qi (t)g(pt

ij , c
t
ij )+

Xj (t)g(pt
ij , c

t
ij ), ct

ij ∈
−→
C .

It can be observed that the problem (15) is a linear pro-
gramming. Partially differentiating Γ(p, c) with respect to p
and rearranging terms, we have

∂Γ(p, c)
∂p

= V β +
[
Xj (t)−Qi (t)−V

]∂g(p, c)
∂p

. (16)

Algorithm 1: Online Green Data-Gathering
Input : E(t), observed time-varying queue backlogs and

channel conditions
Output: power gears pt

ij ∈
−→
P , (i , j ) ∈ E (t),∀t

1 while in each time slot t do
2 Phase-I: allocate power on uplinks:
3 for each (i , j ) ∈ E (t) do
4 allocate a power gear for uplink (i, j), according

to equation (19).

5 Phase-II: Update Q(t) and X(t) by invoking
equation (6) and equation (7), respectively.

Note that, the term ∂g(p,c)
∂p in each discrete power sup-

ply level p ∈ −→P can be easily retrieved under the observed
channel condition c. Let p vary within the vector

−→
P =

[p1, p2, . . . , pmax], a vector of derivative values can be
obtained as follows.

−→
D =

[
∂Γ(p, c)

∂p1
,
∂Γ(p, c)

∂p2
, . . . ,

∂Γ(p, c)
∂pmax

]
. (17)

Since g(p, c) is a concave function, which determines that
Γ(p, c) is convex. By equation (16), we have the valley point
(p∗, ct

ij ) of Γ(p, c) such that

∂g
(
p∗, ct

ij

)

∂p∗ =
V β + Xj (t)

Qi (t) + V −Xj (t)
. (18)

Finally, the power-allocation solution can be chosen from
the given power-level vector as follows.

pt
ij =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

pmin, if elements (ele.) in
−→
D are non-negative;

pmax, if ele. in
−→
D are non-positive;

p− or p+: arg min
{
Γ
(
p−, ct

ij

)
, Γ

(
p+, ct

ij

)}
, if ele.

in
−→
D vary from negative to positive,

(19)

where p− and p+ are two successive discrete power gears
such that p− ≤ p∗ ≤ p+, where p−, p+ ∈ −→P , and p∗ is the
optimal power gear denoted by the valley point (p∗, ct

ij ).
2) Phase-II, Queue Update: In the end of each time slot,

using the optimal solutions pt
ij , the actual queues Q(t) and

the virtual queues X(t) need to be updated by invoking
equation (6) and equation (7), respectively.

C. Optimality Gap and Stability of Gateway Queue

We now show the optimality and the queue-stability of the
devised online scheduling algorithm.

Theorem 2: For arbitrary data arrival rate ai (t) ≤ Rmax ,
i ∈ I ,∀t , the proposed online scheduling algorithm can yield
a solution ensuring that:

(a) the gap between the achieved time-average penalty and
the optimal one Penopt is within B

V , i.e.,

lim
T→∞

sup
1

T

T∑

t=1

{β · eng(t) − data(t)} ≤ Penopt +
B

V
,

(20)
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where Penopt = lim
T→∞

inf 1
T

∑T
t=1{βe(t) − d(t)},

e(t) and d(t) are the resulted energy-consumption and
the overall amount of uploaded data indicated by the
optimal solution to the optimization (3);

(b) all the queues in the uploading gateways are mean-rate
stable.

Please refer the Appendix-B of our online technical
report [26] for the poof of Theorem 2.

D. Simulation Settings

1) Basic Settings: The performance of the proposed online
green data gathering algorithm is evaluated using the well-
known emulator Satellite Tool Kit (STK) [27], which is
designed by AGI (Analytical Graphics, Inc.). It is a useful
analytical tool offering scientists and engineers the strong
capability to analyze complex datasets such as terrestrial,
oceanic and aerial assets. Using STK, we retrieve the contact
trace between LEO satellites and the terrestrial IoT gateways
at different time slots. To strengthen the simulation, we build
a LEO system based on the widely-adopted Globalstar con-
stellation [16], [28], which is composed of 48 LEO satellites
averagely distributed in 8 orbital planes.

In total 216 IoT gateways are deployed globally and aver-
agely in the world map. We also generate the synthetic
channel-state traces with three states (i.e., good, medium and
bad) according to weather conditions of all locations obtained
from the Internet. The one-day mission of LEO satellites starts
from 12 July 2017 00:00:00 UTCG (Gregorian Coordinated
Universal Time). The length of each time slot is set as 10 sec-
onds. The contact trace between each satellite and each IoT
gateway is retrieved at each time slot.

V. PERFORMANCE EVALUATION

On the other hand, the bandwidth of each uplink channel
is set to 1 megahertz (MHz). To calculate the data-receiving
rate of uplinks, we adopt the classic Shannon’s Theorem based
rate-power function [25]:

g(p, c) = bw · log(1 + υ(c) · p), (21)

where the bandwidth bw = 1 MHz, and υ(c) determines the
fading coefficient depending on the channel state c. As the
three-state condition model [21] adopted to depicts the satellite
channels, υ(c) is equal to 5.03, 3.46 and 1.0 corresponding to
the good, medium and bad conditions. The power-level vec-
tor
−→
P is set to 11 gears averagely varying from 0 Watt to

1 Watt. We then generate the synthetic data-arrival traces for
each IoT gateways with the predefined range, denoted by αLB
and αUB , of the arrival data-volume in each time slot. In sim-
ulation, we set αLB and αUB to 10 Megabits (Mbits) and
100 Mbits, respectively. In addition, β and V are both set to
1.0 by default unless otherwise is claimed.

2) Metrics: We evaluate the performance of the proposed
online algorithm with five metrics: overall amount of data
uploaded (measured by bits), total energy consumption (mea-
sured by Watt·second, w·s for short), numerical penalty, effi-
ciency of energy consumption and queue backlogs(measured

Algorithm 2: Big-Backlog-First (BBF) (ζ)
Input : ζ, E(t), observed time-varying queue backlogs

and channel conditions
Output: power gears pt

ij ∈
−→
P , (i , j ) ∈ E (t),∀t

1 while in each time slot t do
2 for satellite j ′ ∈ J do
3 π ← Sort all the gateway located in the coverage

of satellite j ′ in a non-increasing order by their
queue backlogs.

4 for gateway i ′ ∈ π do
5 while the data-receiving capacity of satellite

j ′ is conserved do
6 Allocate a power gear for uplink (i ′, j ′),

according to equation (21), to reduce the
percentage of backlog in i ′ by ζ.

by bits). Particularly, the efficiency of energy consumption is
inversely associated with the numerical energy consumption
spending on uploading per bit of data, denoted by Watt·second
per bit or Watt·sec/bit hereafter. The insight we design this
metric is that a good algorithm probably yields both a higher
overall amount of data uploaded and a larger energy consump-
tion than a worse algorithm do. Therefore, the most fair way
to evaluate the performance of algorithms is the efficiency
of energy consumption used in the data-uploading through
uplinks. Finally, the queue-backlog is the indicator of the
system stability. Thus, backlog should be made as small as
possible in each queue.

A. Benchmark Schemes

1) A Variant Offline Formulation: It should be noted that
there is not exactly the same offline formulation correspond-
ing to the proposed online scheduling problem. However,
we still study the most similar variant offline version of the
proposed online scheduling problem. Different from the online
formulation (3)-(5), the following offline formulation is con-
structed using integer linear programming (ILP) techniques,
provided that the arriving data in gateways is known within
an optimization window T.

In particular, we define a binary variable pty
ij to denote

whether to assign the power gear y ∈ −→
P for uplink

(i , j ) ∈ E (t), i.e., pty
ij = 1 only if y is assigned to

(i, j). Accordingly, the energy consumption at time slot t
is recalculated as eng(t) =

∑
y∈−→P

∑
(i ,j )∈E(t) δ · pty

ij · y ,
while the overall amount of data uploaded is recalculated as
data(t) =

∑
y∈−→P

∑
(i ,j )∈E(t) g(y , ct

ij ) · pty
ij · δ for the time

slot t = 1, . . . ,T .

min Pen =
1
T

T∑

t=1

[β · eng(t)− data(t)] (22)

s.t.
∑

(i ,j ′)∈E(t),
&j ′=j

∑

y∈−→P
g
(
y , ct

ij

)
· pty

ij ≤ Cj , ∀j ∈ J (23)



812 IEEE TRANSACTIONS ON GREEN COMMUNICATIONS AND NETWORKING, VOL. 3, NO. 3, SEPTEMBER 2019

∑

y∈−→P
pty
ij ≤ 1, ∀(i , j ) ∈ E (t) (24)

Qi (t + 1) ≤ Gi , ∀i ∈ I ,∀t = 1, . . . ,T − 1.

Var: pty
ij ∈ {0, 1}, y ∈ −→P ,∀(i , j ) ∈ E (t),∀t = 1, . . . ,T .

(25)

In this offline formulation depicted from (22) to (25), con-
straint (24) implies that the total number of power gears
assigned to each uplink should be at most 1. Constraint (25)
enforces that the queue backlog of each gateway should be
limited by the backlog capacity Gi , i ∈ I . Notice that, we can
still compute the Qi (t + 1) by referring to (6). However, the
diminishing bits of queue backlog in Qi should be changed
to bi (t) =

∑
(i ′,j )∈E(t)&(i ′=i) g(y , ct

ij ) · pty
ij · δ,∀i ∈ I .

Compared with our online formulation, the major difference
relies in constraint (25), in which we enforce each gate-
way a stringent capacity measured in the maximum backlog
size, i.e., Gi ,∀i ∈ I . Notice that, the offline formulation
will become unbounded if without specifying constraint (25).
In contrast, we don’t set a backlog capacity in our online
approach, because we would like to achieve the queue sta-
bility even if without enforcing a capacity constraint on
the gateways while the system keeps running in a long
run. Thus, our proposed online approach is able to handle
the highly dynamic communication networks. More impor-
tantly, the proposed online scheduling algorithm is a general
approach, since it is adaptive to various data-collection IoT
systems where the backlog capacity of gateways can be
arbitrary.

2) BBF Algorithm: As another benchmark to compare the
performance with the proposed one, we also devise a “Big-
Backlog-First” (shorten as BBF) based algorithm 2. The basic
idea includes the following two steps: (a) sort all the gate-
way queues in a non-increasing order by their queue backlogs;
(b) only the first few gateways can use the time-varying avail-
able uplinks, while conserving the data-receiving rate capacity
of each satellite. To guarantee the fairness when allocating
power gears to the uplinks for the gateways that are first to
be served, we define a normalized backlog-control parame-
ter, denoted by ζ, which indicates the percentage of backlog
that should be reduced in a selected queue through allocating
power on the associated uplink.

B. Simulation Results

1) Comparison With Offline Performance: Even though the
offline formulation is somewhat different from our online
scheduling problem, we still compare their performance with
respect to the overall amount of data uploaded, and the effi-
ciency of each unit of consumed energy. We obtain the offline
solutions and their corresponding performance using the pop-
ular ILP solver Gruobi, which has been widely adopted by
both commercial usages and academia. In the simulation, the
Gruobi solver can only solve a snapshot of network when
the system keeps running within a specified optimization
window. Taking the offline optimization needs a very long
time to solve an optimization in a large network, we only

Fig. 3. Performance of “Watt·second per bit” under the offline scheme,
comparing with the proposed online algorithm and the BBF algorithm (while
ζ = 10%). Note that, the Offline scheme becomes infeasible when the
optimization window exceeds the 20th time slot.

deploy 108 gateways in all groups of simulation to evalu-
ate the offline performance. Furthermore, to avoid the bias
of optimization targets while applying the three schemes, we
enforce β = 0, which indicates that the optimization target is
only to maximize the overall amount of data uploaded within
the optimization windows.

In the first group of simulation, we compare the energy effi-
ciency of the three schemes versus the varying optimization
window measured from the 10th to the 50th time slots.
Particularly, we set the backlog capacity of gateway to
1000 Mbits for the offline scheme, the backlog-control param-
eter (i.e., ζ) to 10% for the BBF algorithm, and the data-
receiving rate capacity of satellites to 100 Mbits/s for all the
three schemes. As shown in Figure 3, we can see that the
offline scheme only yields feasible solutions for the first 20
time slots, because of the stringent constraint restricting the
backlog capacity in each gateway. We can also observe that
the unit energy consumed per bit, i.e., Watt·second per bit, of
our proposed algorithm performs much lower than the BBF
(ζ = 10%), and slightly higher than the offline solutions under
the current system settings.

Although the proposed online algorithm and the BBF algo-
rithm have no constraints on the backlog capacity of gateways,
we still provide their performance showing in Fig. 4 as a
comparison with the varying performance under the Offline
scheme. By varying the backlog capacity of gateways within
the range {1000, 1050, 1100, 1150, 1200, 1400} Mbits, we
find that the overall amount of data uploaded showing in
Fig. 4(a) has no changes. However, the energy consump-
tion, showing in Fig. 4(b), reduces from 32028 Watt·sec
to 29696 Watt·sec. Thus, the energy consumption spend-
ing on each unit uploaded data decreases from 0.00000067
Watt·sec/bit to 0.00000062 Watt·sec/bit, as shown in Fig. 4(c).
This is because much more IoT data is allowed to queue in the
gateways while the backlog capacity grows. Consequently, the
offline scheme can find better transmitting opportunities under
better weather conditions for the new queuing data. Thus, the
energy efficiency can be improved.

We then evaluate the energy efficiency versus the data-
receiving capacity of satellites by fixing T at 20 time slots,
and assigning backlog-capacity-of gateways to 1000 Mbits/s
for the offline scheme, while varying the data-receiving capac-
ity of satellites within {10, 20, 30, 50, 100} Mbit/s. As
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(a) (b) (c)

Fig. 4. Comparison with the Offline scheme while varying the backlog capacity of gateways. Note that, the efficiency of energy consumption reversely
associates with the Watt·second per bit (w·s/bit). The data-receiving capacity of satellites is set to 100 Mbits/s. (a) Data uploaded (Mbits). (b) Energy
consumption (w·s). (c) Watt·second per bit.

(a) (b) (c)

Fig. 5. Comparison with the Offline scheme while varying the data-receiving capacity of satellites. Note that, the backlog capacity of gateways are set to
1000 Mbits. Note that, the Offline scheme becomes infeasible when the data-receiving capacity of satellites is equal to 10 Mbits/s. (a) Data uploaded (Mbits).
(b) Energy consumption (w·s). (c) Watt·second per bit.

shown in Fig. 5(a) and Fig. 5(b), both the overall amount of
data uploaded and energy consumption are very low, because
the Offline scheme can only find its unique optimal solu-
tions restricted by the backlog capacity in gateways, i.e.,
1000 Mbits. However, our proposed online algorithm and
the BBF don’t have such backlog capacity constraints, thus
they yield both high overall amount of uploaded data and
energy consumption. Therefore, as aforementioned, the only
fair comparison is to measure their energy efficiency. From
Fig. 5(c), we can see that the Offline scheme maintains the
lowest Watt·second per bit performance, and our proposed
online scheme has a slightly higher Watt·second per bit than
the Offline optimal solution does.

Since the offline formulation is incapable to solve a large
instance, we only compare the performance of the proposed
online algorithm and the BBF algorithm in the subsequent
simulations.

2) Time-Varying Metrics: In this group of simulations, we
observe the time-varying metrics of algorithms within the first
200 time slots, while setting the data-receiving capacity of
each satellite as 20 Mbits/s. Fig. 6(a)–6(d) demonstrate the
time-varying overall amount of data uploaded, energy con-
sumption, penalty and the efficiency of energy consumption,
respectively. From Fig. 6(a) and Fig. 6(b), we can see that
both the data uploaded and energy consumption increase at
the first 20 time slots under all algorithms. However, the
proposed online algorithm keeps consistent growing and the
two metrics of BBF algorithm with different ζ converge to
stable values. The reason is that the limited data-receiving
capacity of satellites is completely consumed by uplinks in
the first 20 time slots under the BBF algorithm, leading to

non-growing data uploaded as well as energy consumption. By
contrast, the data-receiving capacity can be well allocated in
our proposed algorithm by allocating the corresponding power
gears on uplinks, ensuring the data caching in the gateways can
keep uploading within the data-receiving capacity 20 Mbits/s
in each satellite. As a result, both the overall amount of data
uploaded and energy consumption keep growing all the time.
However, the penalty of our proposed algorithm decreases as
Fig. 6(c) shows. Finally, in Fig. 6(d), we observe that the unit
energy consumption under each BBF algorithm has a slow
start and a sharp increase afterwards, and finally converges to
a stable value. The higher power is consumed while ζ becomes
larger, because more energy is needed to reduce more backlogs
in queues under BBF algorithm. To the contrast, the proposed
online algorithm shows the non-increasing and lowest unit
energy consumption for uploading per bit, which implies the
highest efficiency of energy consumption.

3) Effect of Data-Receiving Capacity of Satellites: To eval-
uate the effect of the data-receiving rate capacity of LEO
satellites, we set ζ as 10%, and vary the capacity of satellites
from 10 to 100 Mbits/s. We then examine the four met-
rics yielded by algorithms. First, Fig. 7(a) illustrates the data
uploaded performance under the proposed online algorithm
and the benchmark algorithm at the 100th time slot. It can be
seen that the data uploaded shows as a non-decreasing function
as the data receiving capacity of satellites grows, and our algo-
rithm outperforms the benchmark algorithm BBF significantly.
High data uploaded indicates high total energy consumption,
which can be evidenced from Fig. 7(b) when the data receiv-
ing capacity is bigger than 30 Mbits/s. When such capacity
is lower than 30 Mbits/s under BBF algorithm, to reduce
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(a) (b) (c) (d)

Fig. 6. Comparison of time-varying metrics. Note that, the efficiency of energy consumption reversely associates with the Watt·second per bit (w·s/bit). The
data-receiving capacity of satellites is set to 20 Mbits/s. (a) Data uploaded (Mbits). (b) Energy consumption (w·s). (c) Penalty. (d) Watt·second per bit.

(a) (b) (c) (d)

Fig. 7. Performance comparison of online algorithms at the 100th time slot, while varying the data receiving capacity of satellites. (a) Data uploaded
(Mbits). (b) Energy consumption (w·s). (c) Penalty. (d) Watt·second per bit.

(a) (b) (c) (d)

Fig. 8. Cumulative Distribution Function (CDF) of backlogs (shorten as BLs) over all gateway queues at 4 different snapshots. The data-receiving capacity
of satellites is set to 10 Mbits/s, β = 1.0. (a) BLs in the 5th time slot. (b) BLs in the 10th time slot. (c) BLs in the 20th time slot. (d) BLs in the 100th

time slot.

(a) (b) (c) (d)

Fig. 9. CDF of backlogs (shorten as BLs) over all gateway queues at 4 different snapshots. The data-receiving capacity of satellites is set to 20 Mbits/s,
β = 1.0. (a) BLs in the 5th time slot. (b) BLs in the 10th time slot. (c) BLs in the 20th time slot. (d) BLs in the 100th time slot.

the specified percentage of backlogs, each gateway needs to
exploit many more uplinks than the case when satellite capac-
ity if sufficient enough. As a result, the large number of uplinks
consumes high power. This also leads to high penalty, which
can be observed in Fig. 7(c). Then, Fig. 7(d) demonstrates the
efficiency of energy consumption of algorithms. We can see
that the Watt·second per bit shows as a non-increasing func-
tion of the data-receiving capacity under BBF algorithms. In
contrast, the proposed online algorithm achieves a significantly

low Watt·second per bit measured in 10−7. This implies that
our algorithm has a much higher energy efficiency than BBF
algorithm does.

4) Backlogs Comparison: By fixing Cj as 10 Mbit/s and
20 Mbit/s, Fig. 8 and Fig. 9 show the Cumulative Distribution
Functions (CDFs) of the queue backlogs over all gateways
at four moments, respectively. We observe some interesting
findings in both the two figures. First, the number of large
queue backlogs under all algorithms increases as time goes
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(a) (b) (c) (d)

Fig. 10. Performance comparison of online algorithms at the 100th time slot, while varying the weight of energy consumption, i.e., β. The data-receiving
capacity of satellites is set to 20 Mbits/s. (a) Data uploaded (Mbits). (b) Energy consumption (w·s). (c) Penalty. (d) Watt·second per bit.

by in the first 10 time slots. This is due to the fact that a
small part of IoT gateways are out of reach to any satellites in
the first few time slots. The IoT data stream keeps arriving in
those part of gateways, making their backlogs grow. However,
the number of queues with empty-backlog increases drastically
when system operates under our proposed algorithm after the
10th time slot. The reason is that the number of available
time-varying uplinks increases gradually. Thus, the arrival IoT
data caching in the queues of the connected gateways can
be uploaded quickly. In contrast, the backlogs in all queues
keep growing under the benchmark BBF algorithm. Because
only very few portion of gateways can upload their data via
the uplinks. This leads to that the other gateways have an
ever-growing backlogs.

On the other hand, through the comparison between Fig. 8
and Fig. 9, we also find that the backlogs tend to be smaller
when the data receiving capacity of satellites is changed from
10 Mbits/s to 20 Mbits/s.

5) Effect of β: We finally evaluate the effect of β, i.e., the
weight of energy consumption in the penalty function. Fig. 10
shows the four metrics at the 100th time slot, while vary-
ing β from 0.5 to 5. It is shown that only the penalty grows
while β increases under BBF algorithm. The large ζ indi-
cates high energy consumption and low efficiency of energy
usage. In contrast, in the proposed algorithm, both overall
amount of data uploaded and total energy consumption exhibit
as non-increasing function as β grows. Because the weight of
energy consumption becomes big in the penalty function when
enlarging β. Thus, the energy consumption is reduced, while
the penalty is increased. Interestingly, we also find that the
performance of Watt·second per bitunder the proposed algo-
rithm achieves the lowest point when β is equal to 2.5 as
shown in Fig. 10(d). This implies that β = 2.5 is the most
efficient choice for the current system settings in terms of
energy consumption.

In summary, the proposed online scheduling algorithm
achieves larger overall amount of data uploaded and higher
efficiency of energy-consumption, and also yields significant
smaller queue backlogs than those of the benchmark BBF
algorithm.

VI. CONCLUSION

In this paper, we studied how to gather IoT data from geo-
distributed networks in an energy-efficient way, based on the
LEO based communication networks. We proposed an online

scheduling algorithm to address this challenge. The exten-
sive simulation results show that the proposed algorithm can
achieve much higher efficiency of energy consumption while
maintaining significant lower queue backlogs in IoT gate-
ways, compared with a greedy “Big-Backlog-First” heuristic
algorithm.
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