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Abstract— In this paper we study the min-max cycle cover
problem with neighborhoods, which is to find a given number
of K cycles to collaboratively visit n Points of Interest (POIs)
in a 2D space such that the length of the longest cycle among
the K cycles is minimized. The problem arises from many
applications, including employing mobile sinks to collect sensor
data in wireless sensor networks (WSNs), dispatching charging
vehicles to recharge sensors in rechargeable sensor networks,
scheduling Unmanned Aerial Vehicles (UAVs) to monitor disaster
areas, etc. For example, consider the application of employing
multiple mobile sinks to collect sensor data in WSNs. If some
mobile sink has a long data collection tour while the other mobile
sinks have short tours, this incurs a long data collection latency
of the sensors in the long tour. Existing studies assumed that
one vehicle needs to move to the location of a POI to serve it.
We however assume that the vehicle is able to serve the POI
as long as the vehicle is within the neighborhood area of the
POI. One such an example is that a mobile sink in a WSN
can receive data from a sensor if it is within the transmission
range of the sensor (e.g., within 50 meters). It can be seen that
the ignorance of neighborhoods will incur a longer traveling
length. On the other hand, most existing studies only took into
account the vehicle traveling time but ignore the POI service time.
Consequently, although the length of some vehicle tour is short,
the total amount of time consumed by a vehicle in the tour is
prohibitively long, due to many POIs in the tour. In this paper we
first study the min-max cycle cover problem with neighborhoods,
by incorporating both neighborhoods and POI service time into
consideration. We then propose novel approximation algorithms
for the problem, by exploring the combinatorial properties of
the problem. We finally evaluate the proposed algorithms via
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experimental simulations. Experimental results show that the
proposed algorithms are promising. Especially, the maximum
tour times by the proposed algorithms are only about from 80%
to 90% of that by existing algorithms.

Index Terms— Min-max cycle cover problem with neigh-
borhoods, mobile data collection in WSNs, mobile charging
scheduling in WSNs, multiple UAVs scheduling, approximation
algorithms, traveling salesman problem with neighborhoods.

I. INTRODUCTION

IN THIS paper we study the min-max cycle cover problem
with neighborhoods, which is to find a given number of K

cycles to collaboratively visit n Points of Interest (POIs) in
a two-dimensional Euclidean space [1], [5], [31], [34], [35],
such that the length of the longest cycle among the K cycles is
minimized. In other words, we need to balance the workloads
of the K cycles, without incurring long cycles. The problem
arises from many applications [10], [20], [26], [30]–[32],
[34], [35], [37]. We here briefly introduce its two potential
applications: one is to employ mobile sinks to collect sensory
data in sensor networks; the other is to schedule Unmanned
Aerial Vehicles (UAVs) to monitor a disaster region.

We start with the first application of the problem, that is to
employ mobile sinks to collect sensory data in wireless sensor
networks (WSNs). WSNs have wide applications in smart
cities, data centers, precision agriculture, smart grids, and so
on. A fundamental problem in WSNs is how to efficiently
collect valuable sensing data from sensors. Since sensors may
be sparsely deployed at some strategic locations and may not
be able to communicate with each other directly. An effective
solution to the data collection problem in WSNs is to dispatch
multiple mobile sinks to collect sensing data from sensors [16],
[39], [40]. Fig. 1(a) shows that K = 2 mobile sinks are
employed to collect sensing data along their tours C1 and
C2, respectively. A mobile sink will collect the data from the
sensors in its data collection tour one by one. After finishing
the data collection, the sink will return the base station (BS)
and download the collected data to the BS. It can be seen that if
the data collection tour of some mobile sink is very long, (e.g.,
tour C2 in Fig. 1(a)), there will be a long time delay before
the mobile sink returns to the BS, where the total amount of
time spent by the mobile sink in its tour is dominated by its
traveling time [31]. A long data collection tour incurs a long
data collection latency. However, it is desirable for the BS
to receive as much ‘fresh’ data as possible. For example, in a
sensor network for monitoring the water quality of a reservoir,
where a large area of the reservoir may be contaminated in a
short period [22]. Therefore, the lengths among different data
collection tours must be balanced so that sensing data can be
collected by the BS as soon as possible. Fig. 1(b) demonstrates
two balanced tours.
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Fig. 1. The comparison between unbalanced and balanced tour plannings for data collections in WSNs.

We then focus on another application of the min-max cycle
cover problem with neighborhoods in scheduling multiple
Unmanned Aerial Vehicles (UAVs) to monitor disaster areas.
Lightweight drones, such as a DJI phantom 4 Pro, are widely
used in aerial photography, precision agriculture, disaster
rescue, etc [2], [7], [17], [19], [25], [27]. For example, when a
disaster (such as an earthquake or a flooding) occurs, the most
critical issue is to save the people in danger. However, trans-
portation and communication infrastructures in the disaster
zone may have been destroyed already. In this scenario, UAVs
can be used for disaster rescuing, by dispatching them to
fly over the disaster area, taking photos or videos with the
cameras on-board, and transmitting the valuable information
(i.e., photos or videos) to a nearby rescue station [12], [38]
for human decision making. It is desirable to collect the
information of POIs in the disaster area as early as possible,
since rescue operations must be performed very quickly and
efficiently [19]. Therefore, multiple UAVs should be scheduled
to monitor the POIs in a balanced manner.

Notice that there are also many other applications of the
min-max cycle cover problem with neighborhoods, such as
dispatching charging vehicles to recharge sensors in recharge-
able sensor networks [20], [26], [28]–[32], the employment
of autonomous robots for space exploration, undersea work,
marine monitoring, tactile object recognition, facility inspec-
tion, waste managements, etc [18], [33], [35].

Although the min-max cycle cover problem without neigh-
borhoods has attracted a lot of attentions [3], [13], [35], [36],
existing studies did not consider its variants. For example, one
is that they did not consider the neighborhood areas of POIs;
The other is that they did not take the service time of POIs into
account. However, these are critical in practical applications.

We notice that most of existing studies did not consider
the neighborhood areas of POIs. They usually assumed that
a vehicle (e.g., a mobile sink, a charging vehicle or a UAV)
has to move to the location of a POI to serve it. However,
in many applications, the vehicle is able to serve the POI,
even when the vehicle stays at a location in the neighborhood
area of the POI. For example, a mobile sink can collect the
data of a sensor, when the sink is within its communication
range (e.g., within 50 meters of the sensor [24]). The ignorance
of neighborhood areas will incur longer traveling lengths of
vehicles. For example, Fig. 1(b) shows the data collection
tours of two mobile sinks found by existing studies, where
the service neighborhoods of sensors are ignored. In contrast,
a mobile sink is able to receive the data of a sensor when the

sink is within its transmission range. Fig. 1(c) demonstrates
their data collection tours when considering the neighborhoods
of sensors, where a dotted circle represents the communication
area of a sensor [5], [6]. It is clear that the traveling length
of each mobile sink in Fig. 1(c) is much shorter than that
in Fig. 1(b). Shorter data collection tours can reduce not only
the data collection latency but also the energy consumption of
vehicles on traveling.

On the other hand, most existing studies ignored the service
time of POIs. The total time spent by a vehicle in its tour
consists of its traveling time along the tour and service time on
the POIs in the tour. Although existing studies can find tours
for different UAVs with more or less equal traveling lengths,
some tour may contain many POIs than others to be served,
and such the service time on POIs sometimes is comparative
to the vehicle traveling time. For example, in the application
for dispatching charging vehicles to recharge sensors, it takes
substantial amount of time for a vehicle to recharge a sensor
(from 30 minutes to 2 hours) [26], [30]. Therefore, the total
amount of time consumed of one tour by existing studies may
be much longer than that of other tours.

In this paper we study a novel min-max cycle cover problem
with neighborhoods, by incorporating both service neighbor-
hoods and POI service time into consideration. Specifically,
given a positive integer K , the problem is to find K tours to
serve POIs, such that the longest tour time among the K tours
is minimized, where a tour time is composed of the vehicle
traveling time and the service time of POIs in the tour, and
the vehicle can serve a POI when it is at a location in the
neighborhood of the POI.

We consider three different variants of the min-max cycle
cover problem with neighborhoods: (1) A rootless variant,
i.e., each tour does not contain a depot; (2) A single-rooted
variant, i.e., every tour contains a single depot; and (3) a
multi-rooted variant, i.e., different tours must contain different
depots. We will also propose novel approximation algorithms
for each of the three variants.

The novelties of the proposed algorithms for the max-
min cycle cover problem with neighborhoods are as follows.
For the rootless variant, we upper bound the total time of a
tour that visits the neighborhoods in several ‘nearby’ optimal
tours, see Lemma 2 in Section 3.3, where the word ‘nearby’
means that the nearest traveling time between two optimal
tours is no greater than a threshold. For the single-rooted
variant, we show the relationship between the longest time
of serving a single node and the value of the optimal solution,
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see Lemma 5 in Section 4.2. Finally, for the multi-rooted
variant, we design a novel tree merging technique so that
different rootless tours can be matched to different roots, see
Section 5.2 and Lemma 6 in Section 5.3.

The main contributions of this paper can be summarized
as follows. Different from most existing studies that neither
considered the service neighborhoods nor the service time
of POIs, in this paper we study the min-max cycle cover
problem with neighborhoods by incorporating these two into
consideration. To the best of our knowledge, we propose the
first approximation algorithms for both rootless and single-
rooted min-max cycle cover problems with neighborhoods,
delivering solutions with the longest tour times being (27+�)·
OPTrootless+c1 ·r and 7.75·OPTs+c2 ·r, respectively, where
� is a given constant with 0 < � ≤ 1, OPTrootless and OPTs

are the optimal solutions to the rootless and single-rooted min-
max cycle cover problems, c1 and c2 are positive constants,
r = R

η , R is the neighborhood radius of each POI, and η is the
vehicle travel speed. We also devise an improved approxima-
tion algorithm for the multi-rooted min-max cycle cover prob-
lem with neighborhoods, delivering an approximate solution
with the longest tour time (28+�)·OPTm+c3 ·r while the best
result for the problem so far is (369+ �) ·OPTm + c�3 · r [16],
where OPTm is the optimal solution to the problem, c3 and c�3
are two positive constants with c3 ≤ c�3, � is a given constant
with 0 < � ≤ 1. We finally evaluate the proposed algorithms
via experimental simulations. Experimental results show that
the proposed algorithms are very promising. Especially,
the longest tour times delivered by the proposed algorithms
are only around 80% to 90% of those by existing algorithms.

The rest of the paper is organized as follows. Section II
introduces preliminaries. Section III, IV, and V propose
approximation algorithms for the three variants of the min-
max cycle cover problems with neighborhoods, respectively.
Section VI evaluates the proposed algorithms through exper-
imental simulations. Section VII reviews related work, and
Section VIII concludes the paper.

II. PRELIMINARIES

A. System Model

Let V be a set of n Points of Interest (POIs) in a two-
dimensional Euclidean space, i.e., V = {v1, v2, . . . , vn}.
Denote by (xi, yi) the coordinate of POI vi with 1 ≤ i ≤ n.
The neighborhood area of a POI vi is represented by a disk
D(vi) that centers at vi with a given radius R, where R is
a given non-negative number. That is, D(vi) is the set of
points (including POI v) with the coordinate (x, y) such that
(x − xi)2 + (y − yi)2 ≤ R2, i.e., D(vi) = {v | (x − xi)2 +
(y − yi)2 ≤ R2, and v is a point with the coordinate (x, y)}.
Notice that any two disks D(vi) and D(vj) may overlap with
each other.

To serve the POIs in V , we assume that there are K vehicles
located at K depots s1, s2, . . . , sK , where vehicle k is at
depot sk with 1 ≤ k ≤ K . Notice that in some applications,
multiple vehicles may be located at a single depot. In this case,
the depot can be treated as multiple ‘virtual’ identical depots
and assume that there is only one vehicle located at a ‘virtual’
depot [31].

We assume that a vehicle can serve a POI vi if it stays at
any location in the neighborhood area D(vi) of vi, and it takes
h(vi) time to serve vi with h(vi) ≥ 0. On the other hand, since
the vehicle has to travel to the neighborhood areas of POIs,

Fig. 2. An example of the network model, where there are 12 POIs
v1, v2, . . . , v12 in a 2D space, and the neighborhood of each POI vi is a
disk D(vi) that centers at vi with a given radius R.

we also assume that it takes l(pi, pj) time from locations pi

to pj , where locations pi and pj are in disks D(vi) and D(vj)
of POIs vi and vj , respectively. To serve the POIs in V by the
K vehicles, we need to partition set V into K disjoint subsets
V1, V2, . . . , VK , and each vehicle serves the POIs in Vk , where
1 ≤ k ≤ K . Let nk = |Vk|, then

∑K
k=1 nk = |V | = n.

The service tour Ck of a vehicle for serving POIs in Vk is
defined as follows. Assume that the vehicle will serve POIs
v1, v2, . . . , vnk

in Vk one by one. The vehicle starts from
depot sk, and moves to a location p1 in the neighborhood
area D(v1) to serve POI v1, then travels from p1 to a location
p2 in D(v2) to serve v2, and so on. It finally returns depot
sk after serving vnk

at pnk
. Therefore, the service tour is

Ck = sk → p1 → p2 → · · · → pnk
→ sk, where location pi

is in the neighborhood D(vi) of POI vi with 1 ≤ i ≤ nk. For
example, Fig. 2 shows the service tours of K = 2 vehicles.

Denote by η the traveling speed of each vehicle. Then,
the traveling time of a vehicle between any two locations pi

and pj is l(pi, pj) = d(pi,pj)
η , where d(pi, pj) is the Euclidean

distance between pi and pj . Let r = R
η , where R is the radius

of each disk.
It can be seen that the total time w(Ck) by a vehicle

in tour Ck consists of its service time for POIs in Vk and
its traveling time along tour Ck , which are

∑nk

i=1 h(vi) and∑nk

i=0 l(pi, pi+1), respectively, i.e., w(Ck) =
∑nk

i=1 h(vi) +∑nk

i=0 l(pi, pi+1), where h(vi) is the time spent by the vehicle
for serving vi and l(pi, pi+1) is the traveling time taken by
the vehicle from locations pi to pi+1 and p0 = pnk+1 = sk.

B. Problem Definitions

In a large scale network, there are many POIs to be served.
If only one vehicle is employed, the service waiting time at
some POIs will be prohibitively long. Therefore, it is desirable
to employ multiple vehicles to serve the POIs, such that the
service time can be significantly shortened.

Given K vehicles, a very important problem is how to
assign n POIs to the K vehicles in a balanced way, such
that the longest tour time among the K vehicle tours is
minimized. Otherwise, some vehicles still have many POIs
to be served, resulting in long waiting times for some POIs,
while the other vehicles have only a few POIs to be served.
The problem is termed as the min-max cycle cover problem
with neighborhoods.

We consider three different variants of the problem. (1) A
rootless variant, i.e., each tour does not contain a depot; (2) A
single-rooted variant, i.e., every tour contains the single depot;
and (3) a multi-rooted variant, i.e., different tours must contain
different depots.
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The rationale behind the three variants is that, an algorithm
for the rootless variant will be served as a subroutine for
the algorithm for the multi-rooted variant. On the other hand,
when the K vehicles are co-located at the same depot (i.e.,
the single-rooted variant), we can explore special combinato-
rial properties of this variant to devise an improved approxi-
mation algorithm than that for the multi-rooted variant.

We start by defining the problem without depots. Given
n POIs v1, v2, . . . , vn in V and K vehicles in a 2D space,
and the travel speed η of each vehicle, denote by D(vi) the
neighborhood of each vi in V with a given radius R. The
rootless min-max cycle cover problem with neighborhoods is to
find K closed tours C1, C2, . . . , CK , such that the maximum
total consumed time among the K tours, i.e., maxK

i=1{w(Ci)},
is minimized, subject to the constraint that one of the K
vehicles must visit at least one location in the neighborhood
D(vi) of each vi in V , i.e., D(vi) ∩ (∪K

k=1V (Ck)) �= ∅ for
each vi in V . That is, our optimization objective is to

min{ K
max
i=1
{w(Ci)}}, (1)

subject to D(vi) ∩ (∪K
k=1V (Ck)) �= ∅, ∀vi ∈ V (2)

The single-rooted min-max cycle cover problem with neigh-
borhoods can be defined similarly, and the only difference
from the rootless case of the problem is that all the K tours
must contain the same depot s.

We finally extend the single depot case to the multiple
depot case, by considering the problem with K vehicles
located at K different depots s1, s2, . . . , sK . We term this
variant as the multi-rooted min-max cycle cover problem with
neighborhoods.

III. APPROXIMATION ALGORITHM FOR THE ROOTLESS

MIN-MAX CYCLE COVER PROBLEM WITH

NEIGHBORHOODS

In this section, we propose a novel approximation algorithm
for the rootless min-max cycle cover problem with neighbor-
hoods.

A. Algorithm Framework

Given n POIs v1, v2, . . . , vn in a 2D space, a radius R, and
K vehicles, we assume that tours C∗

1 , C∗
2 , . . . , C∗

K form an
optimal solution to the rootless min-max cycle cover problem
with neighborhoods. Also, let OPT be the optimal value of
the optimal solution, i.e., OPT = maxK

k=1{w(C∗
k)}.

The basic idea of the proposed algorithm is that, given an
upper bound B on the optimal value OPT (i.e., B ≥ OPT ),
the algorithm will find a solution with no more than K tours
such that the maximum tour time among the K tours is no
more than 27B + 108r, where r = R

η , R is the radius of
each disk and η is the travel speed of each vehicle. Then,
the algorithm can find a lower bound OPT � on OPT through
binary search, in the end the algorithm can find K tours with
the maximum tour time 27 ·OPT � + 108r.

Specifically, we start by estimating an upper bound OPTub

on OPT . We find an approximate tour C that contains each
POI in V . Let OPTub = h(V )+ l(C), where h(V ) is the time
spent by the vehicle for serving all POIs in V and l(C) is the
traveling time taken by a vehicle for visiting POIs in V along
C. It can be seen that OPT ≤ OPTub.

Given a guess B of OPT (B may be larger or less than
OPT ), assume that there is an algorithm for finding tours

such that the consumed time of each tour is no larger than
27B+108r (which will be shown later), the algorithm for the
rootless min-max cycle cover problem with neighborhoods is
presented in Algorithm 1.

Algorithm 1 Approximation Algorithm for the Root-
less Min-Max Cycle Cover Problem With Neighborhoods
(approAlgNoRoots)

Input: n POIs with their coordinates, the service time h(vi) of
each POI vi, the radius R of each disk, K vehicles, vehicle
travel speed η, and an error threshold � with 0 < � ≤ 1

Output: K tours C1, C2, . . . , CK such that their maximum
tour time is 27 ·OPT + 108r

1: Let lb← 0 and ub← OPTub = h(V ) + l(C);
2: Let δ ← �

27 ;
3: while lb(1 + δ) < ub do
4: Let B ← lb+ub

2 ; /* a guess of OPT . */
5: Invoke Algorithm 2 to find, say K �, tours

C1, C2, . . . , CK� with the maximum weight 27B +108r;
6: if K � ≤ K then
7: ub← B; /* the guess B of OPT is too large, reduce

the upper bound ub to B. */
8: else
9: lb← B; /* the guess B of OPT is too small, increase

the lower bound lb to B. */
10: end if
11: end while
12: Let OPT � = ub; /* find a lower bound OPT � on OPT */
13: Invoke Algorithm 2 to find K tours C1, C2, . . . , CK

with their maximum weight 27 ·OPT � + 108r;

B. Algorithm

Given a guess B of OPT , we here find a set of tours
C1, C2, . . . , CK� such that the maximum tour time among the
K � tours is no more than 27B + 108r. We later show that the
number of tours K � is no more than K if B ≥ OPT .

The algorithm consists of three steps. Step one: partition the
set V of POIs into disjoint subsets; Step two: obtain an approx-
imate shortest tour for visiting the neighborhoods of POIs in
each subset; and Step three: split long tours into short tours
with the resulting tour time being no larger than 27B + 108r.

1) Step One: Partition POI Set V Into Disjoint Sub-
sets: Given any two disks D(vi) and D(vj), denote by
l(D(vi), D(vj)) the minimum traveling time between points
in disks D(vi) and D(vj). That is, l(D(vi), D(vj)) =
d(vi,vj)−2R

η if disks D(vi) and D(vj) do not overlap with each
other, where d(vi, vj) is the Euclidean distance between POIs
vi and vj , R is the radius of each disk and η is the travel speed
of the vehicle. Otherwise (D(vi) and D(vj) overlap with each
other), l(D(vi), D(vj)) = 0.

An auxiliary graph G = (V, E) is first constructed, where
V = {v1, v2, . . . , vn}, and there is an edge (vi, vj) in E if the
minimum traveling time between disks D(vi) and D(vj) is no
more than B

2 , i.e., l(D(vi), D(vj)) ≤ B
2 , where 1 ≤ i, j ≤ n.

Assume that there are T connected components
CC1, CC2, . . . , CCT in G, where T ≥ 1. Denote by
V1, V2, . . . , VT the sets of POIs in these T connected
components, respectively. Then,

∑T
t=1 |Vt| = |V |. It can be
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Fig. 3. An illustration of the proposed algorithm for the rootless min-max
cycle cover problem with neighborhoods.

seen that, for any two disks D(vi) and D(vj) that centers
at POIs vi and vj , respectively, the minimum traveling time
between them is strictly longer than B

2 if POIs vi and vj are
in two different connected components of G.

2) Step Two: Obtain an Approximate Shortest Tour C�
t for

Visiting the Neighborhoods of POIs in Each Subset Vt: For
each connected component CCt, let Vt = {v1, v2, . . . , vnt}
be the set of POIs in CCt, where nt = |Vt| and 1 ≤ t ≤
T . Recall that (xi, yi) is the coordinate of a POI vi in Vt

and D(vi) is its neighborhood area. The algorithm then finds
an approximate shortest tour C�

t that visits the disks centered
at POIs in Vt by applying an algorithm from [5], such that
w(C�

t) ≤ 6.75 · w(C∗
t ) + 20.4r, where C∗

t is a shortest tour.
Let C�

t = p1 → p2 → · · · → pnt → p1, where pi is a
location in the neighborhood D(vi). For example, Fig. 3(a)
shows a tour C�

t for visiting the neighborhoods of 12 POIs.
As a result, the algorithm obtains T tours C�

1, C
�
2, . . . , C

�
T for

the T connected components.
3) Step Three: Split Long Tours Into Short Tours: Having

the T tours C�
1, C

�
2, . . . , C

�
T , if none of them has a tour time

w(C�
t) larger than 27B+108r, it is done. Otherwise, we further

partition those long tours into short tours that the weight of
each short tour is no greater than 27B + 108r as follows.

For each tour C�
t = p1 → p2 → · · · → pnt → p1, we define

the weight of each edge (pi, pi+1) in C�
t as w�(pi, pi+1) =

h(vi)+h(vi+1)
2 + l(pi, pi+1). It can be seen that

w�(C�
t) =

∑

1≤i≤nt

(
h(vi) + h(vi+1)

2
+ l(pi, pi+1))

=
∑

1≤i≤nt

h(vi) +
∑

1≤i≤nt

l(pi, pi+1) = w(C�
t). (3)

Let path P = p1 → p2 → . . . → pnt derived from
C�

t directly. Then, w�(P ) ≤ w�(C�
t). Assume that we have

split k paths P1, P2, . . . , Pk from P and the first lk locations
p1, p2, . . . , plk in P are contained in the k paths. Initially,
k = 0 and lk = 0. The (k + 1)th path Pk+1 is plk+1 →
plk+2 → · · · → plk+1 , where the weighted sum w�(Pk+1)
of the edges in Pk+1 is no more than 13.5B + 54r, while
the weighted sum w�(Pk+1 → plk+1+1) of the edges in path
Pk+1 → plk+1+1 is strictly larger than 13.5B + 54r. The
splitting procedure continues until all location nodes in P are
split. Assume that K � paths are obtained from splitting the T
tours C�

1, C
�
2, . . . , C

�
T , where K � ≥ T .

For each obtained path Pk, a tour Ck is constructed from Pk,
by connecting the two end-points of Pk, where 1 ≤ k ≤ K �.

It can be seen that the weight w(Ck) of tour Ck is no more
than 2w�(Pk) ≤ 27B + 108r. Fig. 3(b) shows that three tours
C1, C2, and C3 are split from the tour C�

t in Fig. 3(a). Notice
that although disk D(v5) is visited by both tours C1 and C2

in Fig. 3(b), POI v5 will be served by the vehicle in C1, but
not by the vehicle in C2.

Given any guess B of OPT , the detailed algorithm for
finding, say K �, tours in G with each tour time being no larger
than 27B + 108r is given in Algorithm 2.

Algorithm 2 Algorithm for Finding Tours With Each Tour
Time Being No Larger Than 27B + 108r

Input: n POIs v1, v2, . . . , vn and a guess B of OPT
Output: K � tours C1, C2, . . . , CK� with each tour time being

no larger than 27B + 108r
1: Construct an auxiliary graph G = (V, E), where there is an

edge (vi, vj) in E if the minimum traveling time between
disks D(vi) and D(vj) is no more than B

2 ;
2: Assume that there are T connected components

CC1, CC2, . . . , CCT in G. Denote by V1, V2, . . . , VT the
node sets of the T connected components, respectively;

3: Let P = ∅; /* the set of split paths. */
4: for t← 1 to T do
5: Find an approximate shortest tour C�

t = p1 → p2 →
· · · → pnt → q1 that visits the neighborhood of each
POI in Vt, by applying an algorithm from [5];

6: Split tour C�
t into short subpaths so that the weighted sum

of the edges in each subpath is no greater than 13.5B +
54r, and add these subpaths to P ;

7: end for
8: For each Pk in P , obtain a closed tour Ck from Pk

by connecting the two end points of Pk; Let C =
{C1, C2, . . . CK�}, where K � = |P|.

C. Algorithm Analysis

The key to analyze the approximation ratio of the proposed
algorithm is to show that Algorithm 2 can find no more
than K tours with the maximum weight among the tours no
greater than 27B + 108r if B ≥ OPT .

Recall that C∗
1 , C∗

2 , . . . , C∗
K form an optimal solution to the

problem, and OPT = maxK
i=1{w(C∗

i )}. To this end, we first
show that the POIs served by each optimal tour C∗

i must be
contained in a single connected component CCt at Step 2
of Algorithm 2 if B ≥ OPT , where 1 ≤ t ≤ T . Then,
for each connected component CCt, assume that there are k∗

t
optimal tours contained in CCt, where k∗

t ≥ 1 with 1 ≤ t ≤
T . It is clear that,

∑T
t=1 k∗

t = K . We finally prove that the
number kt of delivered tours from CCt in Algorithm 2 is
no more than k∗

t , i.e., kt ≤ k∗
t . Then, the number of delivered

tours by Algorithm 2 is no more than K , i.e.,
∑T

t=1 kt ≤∑T
t=1 k∗

t = K if B ≥ OPT .
We first show that the POIs served by each optimal tour C∗

i
must be contained in a single connected component CCt.

Lemma 1: The POIs served by each C∗
i among the optimal

K tours must be contained in a single connected component
CCt, where 1 ≤ t ≤ T .

Proof: The proof in contained in Section 1 of the
supplementary materials file. �
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For each CCt, assume that there are k∗
t of the optimal K

tours contained in CCt. It can be seen that the k∗
t optimal

tours are close to each other, which means that the minimum
traveling time between two of the k∗ optimal tours is no
greater than B

2 . Then,
∑T

t=1 k∗
t = K . Also, denote by C∗

t
the optimal tour for visiting disks that are served in the k∗

t
optimal tours. We bound the total consumed time in C∗

t by
the following lemma.

Lemma 2: The total consumed time w(C∗
t ) of C∗

t is no
more than (2k∗

t − 1)B + 8(k∗
t − 1)r if B ≥ OPT , where

r = R
η , R is the radius of each disk and η is the traveling

speed of each vehicle.
Proof: Recall that there are k∗

t optimal tours in CCt.
For the sake of convenience, assume that the k∗

t optimal tours
are C∗

1 , C∗
2 , . . . , C∗

k∗
t
. For each C∗

i , it can be seen that the
minimum traveling time between any two disks visited in C∗

i

is no more than B
2 , by Lemma 1. On the other hand, following

the construction of connected component CCt, there is at least
one disk D(u) visited by C∗

i , and another disk D(v) visited
by another tour C∗

j with j �= i and 1 ≤ i, j ≤ k∗
t , such that

the minimum traveling time l(D(u), D(v)) between them is
no greater than B

2 . For example, Fig. 4(a) shows that there
are k∗

t = 3 optimal tours in a connected component CCt

and Fig. 4(b) demonstrates that the minimum traveling time
l(D(u1), D(v1)) between disk D(u1) in C∗

1 and disk D(v1)
in C∗

2 is no more than B
2 . Similarly, l(D(u2), D(v2)) ≤ B

2 .
Also, assume that line segment uv intersects the two circles
centered at POIs u and v at two points au and bv , respectively.
For example, Fig. 4(b) shows that line segment u1v1 intersects
the circles centered at POIs u1 and v1 at points a1 and
b1, respectively. It can be seen that traveling time l(au, bv)
between points au and bv is equal to l(D(u), D(v)), i.e.,
l(au, bv) = l(D(u), D(v)), if disks D(u) and D(v) do not
overlap with each other; otherwise (disks D(u) and D(v)
overlap), l(D(u), D(v)) = 0 ≤ l(au, av).

Assume that the optimal tour C∗
i serves POI u at location

pu in D(u) while C∗
j serves POI v at location pv in D(v).

We distinguish it into two cases: (i) Disks D(u) and D(v)
overlap with each other, and (ii) D(u) and D(v) do not
overlap. We show that the traveling time l(pu, pv) between
locations pu and pv is no more than B

2 + 4r as follows.
Case (i) where disks D(u) and D(v) overlap with each

other. It can be seen that the traveling time l(pu, pv) between
locations pu and pv is no more than 4r, see Fig. 4(c), i.e.,

l(pu, pv) ≤ 4r ≤ 4r +
B

2
, as B ≥ 0. (4)

Case (ii) where D(u) and D(v) do not overlap with each
other, see Fig. 4(d). The traveling time l(pu, pv) between pu

and pv is upper bounded by

l(pu, pv)
≤ l(pu, u) + l(u, au) + l(au, av) + l(av, v) + l(v, pv),

by the triangle inequality, e.g., see Fig. 4(d),

≤ r + l(u, au) + l(au, av) + l(av, v) + r,

as pu is in D(u) and pv is in D(v),
= r + r + l(au, av) + r + r,

≤ B

2
+ 4r, as l(au, av) = l(D(u), D(v)) ≤ B

2
(5)

By combining Eq.(4) and Eq.(5), we have l(pu, pv) ≤ 4r+ B
2 .

Fig. 4. An illustration of Lemma 2.

A single tour Ct that visits the disks centered at POIs in
CCt can be obtained, by adding 2(k∗

t − 1) edges with the
weight of each edge is no more than B

2 +4r, as the degree of
each location in Ct is a positive even number. For example,
Fig. 4(e) illustrates a tour Ct by connecting k∗

t = 3 optimal
tours with 2(3− 1) = 4 edges.

The weight of tour Ct is no more than

w(Ct) ≤
k∗

t∑

i=1

w(C∗
i ) + 2(k∗

t − 1)(
B

2
+ 4r)

≤ k∗
t ·OPT + 2(k∗

t − 1)(
B

2
+ 4r),

= (2k∗
t − 1)B + 8(k∗

t − 1)r, as OPT ≤ B. (6)

Recall that C∗
t is an optimal tour for visiting the disks centered

at POIs in CCt. We have that w(C∗
t ) ≤ w(Ct) ≤ (2k∗

t−1)B+
8(k∗

t − 1)r. The lemma then follows. �
Lemma 3: Algorithm 2 can find no more than K tours

with the maximum weight among the K tours being 27B +
108r if B ≥ OPT .

Proof: Recall that there are k∗
1 , k∗

2 , . . . , k∗
T optimal

tours in the T connected components, respectively. We show
that the number kt of delivered tours from each CCt by
Algorithm 2 is no more than k∗

t . Then,
∑T

t=1 kt ≤∑T
t=1 k∗

t = K . For each CCt, Algorithm 2 can find an
approximate tour C�

t for visiting the disks centered at POIs in
CCt, such that w(C�

t) ≤ 6.75 ·w(C∗
t )+20.4r, by following a
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recent work [5], where C∗
t is the optimal tour. Then, the weight

of path P obtained by Algorithm 2 is

w�(P ) ≤ w�(C�
t) = w(C�

t),
≤ 6.75 · w(C∗

t ) + 20.4r

≤ 6.75((2k∗
t − 1)B + (8k∗

t − 8)r) + 20.4r

≤ (13.5B + 54r)k∗
t , as B ≥ 0 and r ≥ 0. (7)

It can be seen that the number kt of split paths from
path P by Algorithm 2 is no more than � w�(P )

13.5B+54r 
 ≤
� (13.5B+54r)k∗

t

13.5B+54r 
 ≤ k∗
t . Therefore, the number of tours

delivered by Algorithm 2 is no more than
∑T

t=1 kt ≤∑T
t=1 k∗

t = K , as each tour is constructed from a split path
by connecting its two end-points.

Finally, the weight of each tour Ci by Algorithm 2 is
no more than 2(13.5B+54r) = 27B+108r. The lemma then
follows. �

Theorem 1: Given n POIs with their coordinates, the ser-
vice time h(vi) of each POI vi, the radius R of each disk, K
vehicles and the vehicle travel speed η, there is an approxima-
tion algorithm, i.e., Algorithm 1, for the rootless min-max
cycle cover problem with neighborhoods, which finds no more
than K tours with the maximum tour weight among the tours
being no larger than (27 + �) · OPT + 108r, where � is a
given constant with 0 ≤ � ≤ 1, OPT is the value of an
optimal solution and r = R

η .
Proof: Following Lemma 3, Algorithm 2 can find no

more than K tours with the maximum tour weight no more
than 27 B + 108r if B ≥ OPT . Recall that Algorithm 1
finds an estimate OPT � on the optimal value OPT by a binary
search. When the while loop in Algorithm 1 terminates,
we have ub ≤ (1+δ)lb, which means that we find at least K+1
tours with the guess B (= lb) on the optimal solution, while we
find no more than K tours when B = ub. Following Lemma 3,
we know that lb < OPT ; otherwise (lb ≥ OPT ), we can
find no more than K tours with the guess B = lb. Following
Step 12 of Algorithm 1, we know that OPT � = ub ≤
(1+δ)lb < (1+δ)OPT . Therefore, the maximum tour weight
among the found tours at Step 13 of Algorithm 1 is no
more than 27 · OPT � + 108r ≤ 27(1 + δ)OPT + 108r =
(27 + �) · OPT + 108r, where δ = �

27 . The theorem then
follows. �

IV. APPROXIMATION ALGORITHM FOR THE

SINGLE-ROOTED MIN-MAX CYCLE COVER

PROBLEM WITH NEIGHBORHOODS

In this section, we devise a novel approximation algorithm
for the single-rooted min-max cycle cover problem with neigh-
borhoods in a 2D space.

A. Algorithm

The basic idea of the proposed algorithm is that it first finds
a single approximate tour C� for the Traveling Salesman Prob-
lem with Neighborhoods (TSPN), which is to find a shortest
tour, such that each disk centered at a node with a given radius
is visited by the tour. The algorithm then partitions tour C into
K balanced, disjoint subtours C1, C2, . . . , CK .

Unlike the rootless min-max cycle cover problem with
neighborhoods, the single-rooted problem considered in this
section assumes that each found tour must contain a single
depot s.

Fig. 5. An illustration of the proposed algorithm for the single-rooted min-
max cycle cover problem with neighborhoods.

1) Step One: Obtain an Approximate Tour C�: We first
obtain an approximate tour C� = s → p1 → p2 → · · · →
pn → s that visits depot s and the neighborhood of each disk
D(vi), by applying an algorithm from [5], see Fig. 5(a), where
pi is a location in disk D(vi).

2) Step Two: Split the Long Tour Into Short Tours: We split
tour C� into K subtours C1, C2, . . . , CK with each rooted at
depot s. Notice that the split procedure here is totally different
from the one in the previous section (see Algorithm 2
in Section III-B.3). Recall that the total time w(C�)
spent by a vehicle in tour C� consists of its total service time
for the n POIs v1, v2, . . . , vn and its traveling time in tour
C�, which are

∑n
i=1 h(vi) and

∑n
i=0 l(pi, pi+1), respectively.

Then w(C�) =
∑n

i=1 h(vi) +
∑n

i=0 l(pi, pi+1).
We define the weight of edge (pi, pi+1) as w�(pi, pi+1) =

h(vi)+h(vi+1)
2 +l(pi, pi+1). It can be seen that w�(C�) = w(C�)

by Eq.(3).
On the other hand, denote by cmax the longest time for

serving only one POI in tour C, i.e, cmax = maxpi∈P {h(vi)+
2l(pi, s)}, where P = {p1, p2, . . . , pn}, and POI vi is served
at location pi.

We split tour C� into K single-rooted tour C1, C2, . . . , CK

by the edge weight w�(pi, pi+1) and cmax as follows. We first
find K − 1 special locations pl1 , pl2 , . . . , plK−1 in tour C�,
where pli is the last location along tour C such that the total
weight of the path from s to pli along C� is no more than wi =
i
K (w�(C�) − cmax) + cmax

2 , but the total weight of the path
from s to pli+1 is strictly larger than wi, where 1 ≤ i ≤ K−1.

We construct subtours C1, C2, . . . , CK with the K−1 loca-
tions pl1 , pl2 , . . . , plK−1 , where C1 is obtained by connecting
the last location pl1 of path s → p1 → p2 → · · · → pl1 to
depot s, i.e., C1 = s → p1 → p2 → · · · → pl1 → s; Ci

(2 ≤ i ≤ K − 1) is derived from adding path pli−1+1 →
· · · → pli with two edges (s, pli−1+1) and (pli , s), i.e., Ci =
s → pli−1+1 → · · · → pli → s; and the last subtour CK is
obtained by adding path plK−1+1 → · · · → pn → s with one
edge (s, plK−1+1), i.e., CK = s→ plK−1+1 → · · · → pn → s.
For example, Fig. 5(b) shows that tour C� is spit into K = 3
subtours C1, C2, and C3.

The algorithm for the single-rooted min-max cycle
cover problem with neighborhoods is referred to as Algo-
rithm approAlgOneRoot.

B. Algorithm Analysis

In the following, we first prove that the consumed time
of each obtained subtour Ci (1 ≤ i ≤ K) is no more than
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1
K (w(C�)−cmax)+cmax. We then bound the weight of cmax.
We finally analyze the approximation ratio of the proposed
algorithm.

Lemma 4: Algorithm approAlgOneRoot can find a
solution with no more than K subtours and the consumed time
of each subtour Ci does not exceed 1

K (w(C�)−cmax)+cmax,
where cmax = maxpi∈P {h(vi) + 2 · l(pi, s)}, h(vi) is the
service time of POI vi, pi is the location where vi is served
by a vehicle in the neighborhood of vi, l(pi, s) is the traveling
time between pi and the root s, and 1 ≤ i ≤ K .

Proof: The proof is contained in Section 2 of the supple-
mentary materials file. �

We bound the weight of cmax by the following lemma.
Lemma 5: Assume that tours C∗

1 , C∗
2 , . . . , C∗

K form an opti-
mal solution to the single-rooted min-max cycle cover problem
with neighborhoods. Let OPT be the optimal value of the
problem, i.e., OPT = maxK

i=1{w(C∗
i )}. Then, we have

cmax ≤ OPT+4r, where cmax = maxpi∈P {h(vi)+2l(pi, s)}
with P = {p1, p2, . . . , pn}, pi is in disk D(vi), r = R

η , R
is the radius of each disk and η is the travel speed of each
vehicle.

Proof: Recall that cmax is the longest time for serving
any POI vi in V , where vi is served at a location pi in disk
D(vi). Let pi be such a location with h(vi)+2l(pi, s) = cmax.
Denote by p∗i the service location for POI vi in disk D(vi) in
the optimal solution. Then, the traveling time between pi and
p∗i is no larger than 2r, as both pi and p∗i are in disk D(vi).
We then have

cmax = h(vi) + 2l(s, pi),

≤ h(vi) + 2(l(s, p∗i ) + l(p∗i , pi)),

≤ h(vi) + 2(l(s, p∗i ) + 2r), as l(p∗i , pi) ≤ 2r,

≤ OPT + 4r, as OPT ≥ h(vi) + 2l(s, p∗i ). (8)

Therefore, we have cmax ≤ OPT + 4r. �
Theorem 2: Given n POIs v1, v2, . . . , vn in a 2D space,

a radius R, K vehicles located at a depot s initially, and
the travel speed η, there is an approximation algorithm for
the single-rooted min-max cycle cover problem with neigh-
borhoods, and the maximum tour time in its solution is no
more than 7.75 · OPT + 20.4r, where OPT is the optimal
value for the problem and r = R

η .
Proof: Recall that, we have w(C�) ≤ 6.75w(C∗)+ 20.4r

by the work in [5], where w(C�) and w(C∗) are the total
weight of the delivered tour C� and the optimal value of tour
C∗ for the problem, respectively.

Also, recall that OPT is the optimal value for the single-
rooted min-max cycle cover problem with neighborhoods, and
C∗

1 , C∗
2 , . . . , C∗

K form an optimal solution to the problem.
Then, OPT = maxK

i=1{w(C∗
i )}.

Since each tour C∗
i is rooted at depot s, we can con-

struct a single tour CN that covers all neighborhoods
D(v1), D(v2), . . . , D(vn) and s from the K optimal tours
C∗

1 , C∗
2 , . . . , C∗

K , and the total consumed time in tour CN is no
more than w(CN ) ≤∑K

i=1 w(C∗
i ) ≤ K ·OPT . On the other

hand, since C∗ is the optimal solution to the TSPN problem,
we know that

w(C∗) ≤ w(CN ) ≤ K ·OPT. (9)

In the following, we bound the total consumed time in each
split subtour by Algorithm approAlgOneRoot.

K
max
i=1
{w(Ci)}

≤ 1
K

w(C�) + (1− 1
K

)cmax, by Lemma 4,

≤ 1
K

(6.75w(C∗) + 20.4r) + (1− 1
K

)cmax

≤ 1
K

(6.75w(C∗) + 20.4r) + (1− 1
K

)(OPT + 4r),

as cmax ≤ OPT + 4r by Lemma 5,

=
6.75
K

w(C∗) +
20.4r

K
+ (1 − 1

K
)OPT + 4r − 4r

K
,

≤ 6.75
K
·K ·OPT +

16.4r

K
+(1− 1

K
)OPT +4r, by Eq.(9)

≤ 7.75 ·OPT + 20.4r, as K ≥ 1. (10)

The theorem then follows. �

V. APPROXIMATION ALGORITHM FOR THE

MULTI-ROOTED MIN-MAX CYCLE COVER

PROBLEM WITH NEIGHBORHOODS

In this section, we deal with the multi-rooted min-max cycle
cover problem with neighborhoods, which is to find K tours
C1, C2, . . . , CK to collaboratively visit the neighborhoods
D(v1), D(v2), . . . , D(vn) of n POIs v1, v2, . . . , vn in a 2D
space, such that the longest consumed time among the K
tours, i.e., maxK

i=1{w(Ci)}, is minimized, subject to that tour
Ci must contain depot si, where the consumed time of tour
Ci consists of the time for serving the POIs and the traveling
time spent by a vehicle in the tour and 1 ≤ i ≤ K .

A. The Basic Idea

Assume that tours C∗
1 , C∗

2 , . . . , C∗
K form an optimal solution

to the problem, where tour C∗
i contains depot si with 1 ≤

i ≤ K . Denote by OPTm the optimal value of the problem,
i.e., OPTm = maxK

i=1{w(C∗
i )}.

The basic idea of the proposed algorithm is that, given an
upper bound B on OPTm, it first finds K � (≤ K) rootless
tours that only visit disks D(v1), D(v2), . . . , D(vn) of the n
POIs, which means that each tour does not necessarily contain
any depot. It then checks whether there is a matching between
the tours and the depots. If yes, it obtains K � rooted tours,
by connecting each tour to its matched depot; otherwise, it
merges some rootless tours in a novel way, such that less
than K � resulting tours are obtained. This merge procedure
continues until each tour is matched to a depot.

B. Algorithm

Recall that OPT is the optimal value of the optimal
solution for the rootless min-max cycle cover problem with
neighborhoods. It can be seen that the optimal value OPTm

for the multi-rooted version of the problem is no less than
OPT , i.e., OPTm ≥ OPT , since any feasible solution C� =
{C�

1, C
�
2, . . . , C

�
K} can be obtained for the rootless problem,

where C�
i is constructed by shortcutting the depot si in C∗

i .
Given an upper bound B on OPTm, in the following we

show that there are no more than K rooted tours covering all
POIs such that the maximum tour weight among the tours is
no more than 28B + 112r.
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Fig. 6. An illustration of the proposed algorithm for the multi-rooted min-
max cycle cover problem with neighborhoods.

We first find K � (≤ K) rootless tours C1, C2, . . . , CK�

with the maximum tour weight being no more than 27B +
108r, by invoking Algorithm 2, since B ≥ OPTm ≥
OPT . Denote by C the set of these K � tours, i.e., C =
{C1, C2, . . . , CK�}.

For each rootless tour Ci, let Ci = p1 → p2 → · · · →
pni → p1, where pk in Ci is the service location for some
POI, and 1 ≤ k ≤ ni. Denote by l(Ci, sj) the minimum
traveling time between tour Ci and depot sj , i.e., l(Ci, sj) =
minni

k=1{ d(pk,sj)
η }, where d(pk, sj) is the Euclidean distance

between location pk and depot sj , and η is the traveling speed
of a vehicle.

We then construct a bipartite graph Gb = (U ∪S, Eb) from
the K � tours and the K depots, see Fig. 6(a), where each
node ui ∈ U represents a tour Ci with 1 ≤ i ≤ K � (ui

is referred to as a tour node), and S is the set of depots,
i.e., S = {s1, s2, . . . , sK}. There is an edge (ui, sj) in Eb

between a tour node ui and a depot sj if the minimum
traveling time l(Ci, sj) between them is no larger than B

2 +2r,
i.e., l(Ci, sj) ≤ B

2 + 2r.
A maximum matching M in graph Gb can be found. We

distinguish our discussion into two cases. Case (i): each tour
node ui (representing tour Ci) is matched to a depot sj in M ;
and Case (ii): there is at least one node ui that has not been
matched with any depot.

For Case (i) where each node ui (or tour Ci) is matched
to a depot sj , we can obtain K � (≤ K) rooted tours
Cr

1 , Cr
2 , . . . , Cr

K� as follows. Recall that Ci = p1 → p2 →
· · · → pni → p1. For the sake of convenience, assume that p1

is the nearest location to depot sj among the ni locations in Ci,
i.e., p1 = argminni

k=1{d(pk, sj)}. Then, l(p1, sj) ≤ B
2 + 2r,

since tour Ci is matched to sj . We obtain a rooted tour Cr
i

from Ci, by replacing the last edge (pni , p1) in Ci with two
edges (pni , sj) and (sj , p1), i.e., Cr

i = p1 → p2 → · · · →
pni → sj → p1. We later show that the weight of tour Cr

i is
no more than 28B + 112r, i.e., w(Cr

i ) ≤ 28B + 112r.
For Case (ii) where there is at least one tour node ui in

Gb that does not match to any depot. We merge some of the
K � rootless tours to obtain less than K � resulting tours. The
detailed merge procedure is as follows.

We first find a maximal ui-rooted tree TA in Gb, so that
each path starting at node ui and ending at any leaf node in
TA is an augmenting path, where an augmenting path is such
a path that consists of unmatched edges and matched edges

alternatively [11]. It can be seen that tree TA can be found,
by applying Depth-First Search (DFS) starting from node ui.
Denote by TA = (UA∪SA, EA) the found tree, where UA and
SA are the sets of tour nodes and depots in TA, respectively,
and EA is the set of edges in TA. For example, Fig. 6(b) shows
a found tree TA.

Tree TA has the following two important properties: (i) The
number of tour nodes is one more than the number of depots
in tree TA (i.e., |UA| = |SA|+ 1) and |SA| ≥ 1. For example,
the numbers of tour nodes and depots in Fig. 6(b) are 5 and 4,
respectively. (ii) Assume that the tour nodes in UA represent
n�

U tours C1, C2, . . . , Cn�
U

, where n�
U = |UA|. For each disk

D(v) visited by one of the n�
U tours, assume that D(v) is

visited by an optimal tour C∗
k that contains depot sk, where

D(v) is the disk that centers at POI v. Then, depot sk must
be contained in set SA if B ≥ OPTm.

The aforementioned two properties imply that the disks
visited by the n�

U tours C1, C2, . . . , Cn�
U

are visited by
only n�

S = |SA| (= n�
U − 1 optimal rooted tours for the

problem. We then can find no more than n�
S rootless tours

C�
1, C

�
2, . . . , C

�
n�

S
with each having a weight no more than

27B + 108r, such that the visited disks by the n�
U tours

C1, C2, . . . , Cn�
U

are also visited by the n�
S tours, by invoking

Algorithm 2, due to B ≥ OPTm ≥ OPT . We then
replace the n�

U tours in C with the newly n�
S tours, i.e., let

C� = (C \ {C1, C2, . . . , Cn�
U
})∪ {C�

1, C
�
2, . . . , C

�
n�

S
}. It can be

seen that the number of tours in C� is one less than the number
in C, i.e., |C�| = |C| − 1.

Similar to the construction of bipartite graph Gb, we then
construct another bipartite graph G� = (U � ∪ S, E�) from
the tours in C� and the K depots and see whether each
tour in C� can be matched to a depot in S. If yes, done.
Otherwise, the tour merging procedure continues until each
tour is matched to a depot.

The algorithm for the multi-rooted min-max cycle
cover problem with neighborhoods is referred to as
Algorithm approAlgMultiRoots.

C. Algorithm Analysis

The key to the analysis of the approximation ratio of the
proposed algorithm is to show that the solution delivered by
the algorithm contains no more than K rooted tours, and the
maximum tour weight among the tours is no more than 28B+
112r if B ≥ OPTm.

We first show important properties of tree TA.
Lemma 6: Assume that a tour node ui is not matched to

any depot in the maximum matching M of graph Gb =
(U ∪S, Eb). Construct a maximal ui-rooted tree TA = (UA ∪
SA, EA) in Gb, so that each path from node ui to any leaf node
in tree TA is an augmenting path, where UA ⊆ U , SA ⊆ S,
and EA ⊆ Eb. We have that

(i) each leaf node in TA is matched in M ;
(ii) each leaf node in TA is a tour node, not a depot node;

(iii) there is at least one depot in set SA, i.e., |SA| ≥ 1.
(iv) The number of tour nodes is one more than the number

of depots in tree TA, i.e., |UA| = |SA|+ 1.
(v) Assume that the tour nodes in UA represent n�

U tours
C1, C2, . . . , Cn�

U
, where n�

U = |UA|. For each disk D(v)
visited by one of the n�

U tours, assume that D(v) is
visited by an optimal tour C∗

k that contains depot sk,
where D(v) is the disk that centers at POI v. Then,
depot sk must be contained in set SA if B ≥ OPTm.
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Proof: It can be seen that the first three claims holds,
see Fig. 6, and their proofs can be found in Section 3 of the
supplementary materials file. In the following we show the
rest claims.

We now show claim (iv) that the number of tour nodes is
one more than the number of depots in tree TA, i.e., |UA| =
|SA|+1. In fact, we show a stronger claim. That is, for any ui-
rooted subtree T �

A = (U �
A∪S�

A, E�
A) of tree TA, such that each

leaf in subtree T �
A is a tour node, we have |U �

A| = |S�
A|+ 1.

We show the claim by an induction on the number of tour
nodes in U �

A as follows.
It is obvious that the claim is true when subtree T �

A consists
of only a single node ui, since ui is tour node and |U �

A| = 1
and |S�

A| = 0.
We assume that the claim holds when there are n�

U tour
nodes in a subtree of TA. We consider the case where there
are n�

U +1 tour nodes in a subtree T �
A = (U �

A∪S�
A, E�

A) of tree
TA, where each leaf in T �

A is a tour node and |U �
A| = n�

U +1.
There must be a leaf node u in T �

A, such that it is matched in
M , since each tour node except ui in TA is matched and there
are at least two tour nodes in T �

A. It can be seen that node u
is matched to its parent node su in T �

A, where su is a depot.
Let u� be the parent of su in tree T �

A, where u� is a tour node.
We construct a graph T �� = (U ��

A ∪ S��
A, E��

A) from tree T �
A, by

removing both nodes u and su, and edges (u, su) and (su, u�)
from T �

A. It can be seen that graph T ��
A is a tree, since node u is

a leaf and su has only one child in tree T �
A, due to the fact that

su can be matched to only one node, i.e., node u. Following
the assumption that claim (iv) holds for a subtree T ��

A of T �
A,

we know that |U ��
A| = |S��

A| + 1. Since U �
A = U ��

A ∪ {u} and
S�

A = S��
A ∪{su}, we have |U �

A| = |U ��
A|+ 1 = |S��

A|+ 1 + 1 =
|S�

A|+1. Claim (iv) then follows, since TA is a subtree of itself.
We finally prove claim (v) that depot sk must be in SA by

contradiction. Suppose that sk is not in SA. Assume that disk
D(v) is visited by a tour C of the n�

U tours, and a node u in
tree TA = (UA ∪SA, EA) represents tour C. Since disk D(v)
is visited by an optimal tour C∗

k that contains depot sk, the
minimum traveling time l(D(v), sk) between disk D(v) and
depot sk must be no more than B

2 , as B ≥ OPTm ≥ w(C∗
k ).

Then, the minimum traveling time l(C, sk) between tour C
and depot sk is no larger than B

2 + 2r between node u
(representing tour C) and depot sk in graph Gb. We distinguish
our discussion into three cases. Case (1): depot sk is not
matched to any node in M ; Case (2): depot sk is matched to a
tour node u� in Gb, but u� is not in tree TA, i.e., u� ∈ U \UA;
and Case (3): depot sk is matched to a tour node u� in Gb,
and u� is in tree TA, i.e., u� ∈ UA. In the following, we show
that none of the three cases is possible.

We start with Case (1) by contradiction. Suppose that case
(1) is possible. Consider the alternating path Pui,u from ui to u
in tree TA. It can be seen that node u is matched to its parent
node in TA, and the parent is the last second node in path
Pui,u. Then, path Pui,u → sk in G is also an augmenting path
and both the first node ui and the last node sk are not matched.
A matching M � can be constructed from path Pui,u → sk and
M such that the number of matched edges in M � is one more
than the number in M (i.e., |M �| = |M | + 1), by following
Lemma 1 in [11]. This however contradicts that M is the
maximum matching. Thus, Case (1) is impossible.

We then prove Case (2) that depot sk is matched to a tour
node u� in U \ UA is impossible. A tree T �

A from TA can be
obtained, by adding both edges (u, sk) and (sk, u�). Consider
the augmenting path Pui,u from ui to u in tree TA. It can

be seen that path Pui,u → sk → u� is also an augmenting
path. TA is a proper subtree of T �

A, which contradicts that TA

is the maximal ui-rooted tree in G such that the path from
ui to each leaf is an augmenting path. Therefore, Case (2) is
impossible.

We finally show Case (3) that depot sk is matched to a tour
node u� in UA is impossible. Following the construction of
tree TA. It can be seen that each tour node uj except the tree
root ui is matched to a depot sk� in tree TA. Then, tour node
u� is matched to both depots sk� and sk in M , where sk� is
in tree TA while sk is not in TA. This however contradicts
the definition of a matching, in which tour node u� can be
matched to no more than one depot. Therefore, Case (3) is
also impossible.

By combining the above discussions, the assumption that
sk is not in SA is false. Claim (v) then follows. �

Lemma 7: Algorithm approAlgMultiRoots can
deliver no more than K rooted tours such that the maximum
tour weight is 28B + 112r, if B ≥ OPTm.

Proof: Since B ≥ OPTm ≥ OPT , the proposed
algorithm can find K �(≤ K) rootless tours by invoking
Algorithm 2, and let C = {C1, C2, . . . , CK�} be the set of
the K � tours, where OPT is the optimal value for the rootless
version of the problem. If each tour in C is matched to a depot
we then have a set of no more than K rooted tours in Cr.
Otherwise (at least one tour Ci in C is not matched), following
Lemma 6, the disks visited by the n�

U tours C1, C2, . . . , Cn�
U

are visited by only n�
S = |SA| (= n�

U − 1) optimal rooted
tours for the problem. Then, the proposed algorithm will find
no more than |SA| rootless tours, and the updated rootless
tours in C obtained is no more than K � − 1. If each resulting
rootless tour in C is matched to a depot, done. Otherwise,
we continue to obtain another set of updated rootless tours
and the number of tours is decreased by one. Notice that the
algorithm must stop, as the number of tours in C decreases by
one at least after each time. Therefore, the proposed algorithm
obtains no more than K rooted tours if B ≥ OPTm.

It can be seen that the weight of each rooted tour Cr
i is no

greater than 27B + 108r + 2 · (B
2 + 2r) ≤ 28B + 112r. �

Theorem 3: Given n POIs with their coordinates, the ser-
vice time h(vi) of each POI vi, the radius R of each disk, K
vehicles located at K depots s1, s2, . . . , sK , respectively, and
the travel speed η of each vehicle, there is an approximation
algorithm for the multi-rooted min-max cycle cover problem
with neighborhoods, which finds an approximate solution with
no more than K rooted tours with the maximum tour weight
among the tours no larger than (28+�) ·OPTm+112r, where
� is given constant with 0 < � ≤ 1, OPTm is the value of the
optimal solution and r = R

η .
Proof: Its proof is similar to the one in Theorem 1,

omitted. �

VI. PERFORMANCE EVALUATION

A. Simulation Environment

We consider the application of the min-max cycle cover
problem with neighborhoods in scheduling multiple mobile
sinks to collect sensing data in WSNs. We assume that the
network consists of from 100 to 500 sensors that are deployed
in a 1 km× 1 km square area [30]. We also assume that the
number of mobile sinks K varies from 1 to 5 [31]. To collect
sensing data from a sensor by a mobile sink, the mobile sink
needs to move to a location within the transmission range

Authorized licensed use limited to: Australian National University. Downloaded on August 19,2020 at 00:41:10 UTC from IEEE Xplore.  Restrictions apply. 



DENG et al.: APPROXIMATION ALGORITHMS FOR THE MIN-MAX CYCLE COVER PROBLEM 1855

R of the sensor, e.g., R = 50 m [24]. The traveling speed
of each mobile sink is η = 1 m/s. Also, the service time
h(v) for collecting data from a sensor v is randomly drawn
from an interval [0, 30] seconds. For the single-rooted min-
max cycle cover problem with neighborhoods, the depot is
located at the center of the monitoring area. On the other
hand, for the multi-rooted min-max cycle cover problem with
neighborhoods, the K depots are randomly deployed in the
network.

To compare the performance of the proposed algo-
rithms approAlgNoRoots, approAlgOneRoot, and
approAlgMultiRoots for rootless, single-rooted, and
multi-rooted min-max cycle cover problems with neighbor-
hoods, we consider existing algorithms as follows.

First, for the rootless min-max cycle cover problem with
neighborhoods, we compare our algorithm against algorithms
rootlessNoNei-metric and rootlessNoNei-Eu
in [35], which deliver 5 + � and 4 + � approximate solutions
to the rootless min-max cycle cover problems without
neighborhoods in a generic metric space and a Euclidean
space, respectively, where � is a given constant with
0 < � ≤ 1.

Second, for the single-rooted min-max cycle cover problem
with neighborhoods, we compare our algorithm against two
existing algorithms: Algorithm singleNoNei that does not
consider neighborhoods in [9]; and Algorithm singleNei
in [16], which considers service neighborhoods and the longest
tour time is (369+�)·OPTs+c·r, where OPTs is the optimal
value of the problem and c is constant.

Finally, for the multi-rooted min-max cycle cover
problem with neighborhoods, we compare our algorithm
against the following three existing algorithms. The first
two are Algorithm multiNoNei-metric in [31] and
Algorithm multiNoNei-Eu in [35], which deliver 7 + �
and 5 + � approximate solutions to the problem without
neighborhoods in a metric space and a Euclidean space,
respectively. The other is Algorithm multiNei in [16],
which takes service neighborhoods into account, and the
longest tour time is 369 ·OPTm + c · r, where OPTm is the
optimal value of the problem.

B. Algorithm Performance

We first evaluate the algorithm performance for the rootless
min-max cycle cover problem with neighborhoods. Fig. 7(a)
shows the performance of different algorithms by varying the
network size n from 100 to 500, while keeping the number of
vehicles K at 5, from which it can be seen that the maximum
tour time by each algorithm increases with the growth of the
network size n, as more POIs need to be visited. Fig. 7(a) also
demonstrates that the maximum tour time by the proposed
algorithm approAlgNoRoots is only from 80% to 90%
of that by algorithm rootlessNoNei-Eu. For example,
the maximum tour times by algorithms approAlgNoRoots,
rootlessNoNei-metric and rootlessNoNei-Eu are
about 4,900, 6,200, and 6,000, seconds, respectively, when the
network size n = 500. On the other hand, Fig. 7(b) plots the
performance of the three comparison algorithms by varying
the number of vehicles K from 1 to 5, when n = 500, from
which it can be seen that the maximum tour time by each of the
three algorithms decreases very quickly when more vehicles
are deployed. Fig. 7(b) also shows that the maximum tour time
by the proposed algorithm approAlgNoRoots is about 80%
of those by the other two algorithms.

Fig. 7. Performance of different algorithms for the rootless min-max cycle
cover problem with neighborhoods.

Fig. 8. Performance of different algorithms for the single-rooted min-max
cycle cover problem with neighborhoods.

We then study the performance of different algorithms
for the single-rooted min-max cycle cover problem with
neighborhoods. Fig. 8(a) shows that the maximum tour
time by the proposed algorithm approAlgOneRoot is
much shorter than those by algorithms singleNoNei
and singleNei. For example, the maximum tour times
by algorithms approAlgOneRoot, singleNoNei and
singleNei are 5,800, 6,800, and 6,500 seconds, respec-
tively when n = 500. The rationale behind the algorithm
performance is that, algorithm singleNoNei does not take
the service neighborhoods of POIs into account. On the
other hand, although algorithm singleNei considers such
neighborhoods, it assumes that the K vehicles are initially
located at different depots [16]. In contrast, the proposed
algorithm approAlgOneRoot explores the combinatorial
properties of the optimization problem when the K vehicles
are co-located at a single depot. On the other hand, Fig. 8(b)
plots that the maximum tour time in the solution delivered by
algorithm approAlgOneRoot, which is smaller than that
by the other two algorithms when the number of vehicles K
increases from 1 to 5.

We finally investigate the performance of different algo-
rithms for the multi-rooted min-max cycle cover prob-
lem with neighborhoods. Fig. 9(a) demonstrates that the
maximum tour time in the solution delivered by Algo-
rithm approAlgMultiRoots is about 85%, 88%, and
89% of those by algorithms multiNoNei-metric,
multiNoNei-Eu, and multiNei, respectively, where
Algorithm multiNei takes POI neighborhoods into con-
sideration, while algorithms multiNoNei-metric and
multiNoNei-Eu do not. Fig. 9(b) also shows that the
maximum tour time by Algorithm approAlgMultiRoots
is no more than 84% of those by the other two algorithms.
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Fig. 9. Performance of different algorithms for the multi-rooted min-max
cycle cover problem with neighborhoods.

VII. RELATED WORK

The min-max cycle cover problem has attracted a lot of
attentions in the past, due to its wide applications. We notice
that most existing studies did not consider the neighborhoods
of POIs [5], [6], [8], [9], [14]–[17], [19], [21], [23], [31],
[34], [35]. For example, for the rootless min-max cycle cover
problem, Xu et al. [31] assumed that one vehicle needs to
move to the location of a sensor to recharge it, and they
studied the problem of dispatching K charging vehicles
to recharge energy-critical sensors such that the length of
the longest charging tour is minimized. They proposed a
5 1

3 -approximation algorithm. Yu and Liu [35] later improved
the approximation ratio to 5 for the problem in general metric
graphs, and to (4 + �) in the Euclidean space, where � is a
given constant with 0 < � ≤ 1. For the single-rooted min-max
cycle cover problem, Frederickson et al. [9] devised a 2.5-
approximation algorithm. For the multi-rooted min-max cycle
cover problem, Xu et al. [31] designed a 7-approximation
algorithm, and Yu and Liu [34] studied the relationship
between rootless and multi-rooted min-max cover problems.
Since a tree can be transformed to a closed tour in a metric
graph such that the weight of the closed tour is no more than
twice the tree weight, the min-max tree cover problem has
also been well studied, which is to find K trees to cover all
nodes such that the weight of the heaviest tree is minimized.
Even et al. [8] proposed a 4-approximation algorithm. Khani
and Salavatipour, et al. [14] later improved the approximation
ratio to 3.

There are extensive studies on the Traveling Salesman
Problem with Neighborhoods (TSPN) in a 2D space, which
is to find a shortest tour, such that each disk centered at a
node with a given radius is visited by the tour. The studies
of the TSPN problem can be further categorized by different
constraints, such as whether any two disks are disjoint with
each other; and whether the radii of different disks are
identical. For the TSPN under the constraints that all disks
have identical radii and their coverage are not overlapping
with each other, for which Dumitrescu and Mitchell [4]
proposed a Polynomial Time Approximation Scheme (PTAS).
For the TSPN under the constraints that any two disks are
disjoint but with different radii, Mitchell [23] devised a
constant approximation algorithm for it. For the TSPN under
the constraints that two disks are allowed to overlap with each
other and the radii of different disks are equal, Dumitrescu
and Mitchell [4] proposed a 7.62-approximation algorithm and
later they further improved the ratio to 6.75 [5]. And finally for
the TSPN under the constraints that two disks may overlap

with each other but their radii are different, Dumitrescu
et al. [6] recently developed a constant approximation
algorithm for it. Furthermore, Ma et al. [21] investigated the
use of a single charging vehicle to charge multiple sensors
simultaneously, such that the vehicle traveling distance is
minimized. On the other hand, Liang et al. [19] recognized that
the photos taken by a UAV at different location have redundant
information. They studied how to dispatch an energy-limited
UAV to monitor a disaster area, such that the non-redundant
information collected in its flying tour is maximized.

There are a few studies on the multi-rooted min-max
cycle cover problem with neighborhoods. For example,
Kim et al. [15], [16] proposed an approximation algorithm for
the problem by ignoring the service times of POIs, where the
longest tour length is (369 + �) · OPTm + c�3 · r, where c�3
is a positive constant. They also considered the use of K
heterogeneous drones to monitor POIs, where both departure
times and flying speeds of different drones are different. They
proposed constant approximation algorithms [17]. Different
from their studies, the proposed algorithm for the multi-rooted
min-max cycle problem with neighborhoods in this paper
considers not only the vehicle traveling time but also the POI
service time. Furthermore, the maximum tour time delivered
by the proposed algorithm is much shorter than that in [15],
[16], which is only (28 + �) · OPTm + c3 · r, while the one
in [15], [16] is (369 + �) ·OPTm + c�3 · r with c3 ≤ c�3, i.e.,
(28 + �) ·OPTm + c3 · r � (369 + �) ·OPTm + c�3 · r.

VIII. CONCLUSION

In this paper we studied the min-max cycle cover problem
with neighborhoods, by incorporating both neighborhoods and
POI service time into consideration. We also proposed novel
approximation algorithms for the problem, by exploring its
combinatorial properties. We finally evaluated the proposed
algorithms via experimental simulations. Experimental results
showed that the proposed algorithms are very promising.
Especially, the longest tour times in the solutions delivered
by the proposed algorithms are only about from 80% to 90%
of those by existing algorithms.
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