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Abstract

In this paper we study the end-to-end delay constrained traffic
grooming problem in WDM ring networks. Our aim is to incor-
porate Quality of Service (QoS) routing constraints into traffic
grooming and address them jointly with the objective of maximiz-
ing the network throughput. It is well known that many real-time
multimedia traffic not only make use of a fraction of the total
wavelength capacity, but also have stringent end-to-end delay
requirements. Consequently, while provisioning delay-bounded
sub-wavelength traffic, it is of paramount importance to take traf-
fic grooming and QoS routing constraints into consideration si-
multaneously to reduce the total network cost and improve the
overall network performance. In this paper we first present an In-
teger Linear Program (ILP) formulation for the problem, which
is applicable when the problem size is small. We then propose
three scalable heuristic algorithms. We finally conduct experi-
ments by simulation to evaluate the performance of the proposed
algorithms. The experimental results show that, among the three
proposed heuristics, the one based on ILP relaxation offers the
best performance.

1. Introduction

Optical networks employing Wavelength Division Multiplex-
ing (WDM) techniques have clearly emerged as the most promis-
ing candidate capable of meeting the increasing bandwidth de-
mand of the Internet [1]. In WDM optical networks, different
data can be concurrently transmitted on different wavelengths
which are multiplexed within a single optical fiber. A routing
path between a source node and a destination node is estab-
lished using lightpaths, where a lightpath is an all-optical trans-
mission medium that uses the same wavelength along all the
links in its path. The set of lightpaths in the network consti-
tutes the virtual topology of the network. The available band-
width on a single wavelength is in the order of OC-48/OC-
192 (2.48Gbps/10Gbps). It is expected that wavelength capac-
ities of the order of OC-768 (40Gbps) and beyond are likely
to be commercially available in the foreseeable future. How-
ever, there is a huge disparity between the bandwidth require-
ment of user connection requests and the available bandwidth on
wavelengths. For example, High Definition Television usually
requires 20Mbps only. As wavelengths are critical resources in
WDM optical networks, the available bandwidth on each wave-
length needs to be used efficiently. Clearly, using a lightpath
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to realize just one sub-wavelength connection request results in
poor network utilization and the degradation of network through-
put. To alleviate this disparity, traffic grooming techniques have
been proposed in the literature [2], which involve grooming
several sub-wavelength connection requests onto a single high-
capacity wavelength channel, thereby reducing the network cost
and improving the network throughput.

In many real-time multimedia applications, various QoS pa-
rameters such as bandwidth, jitter and delay play important roles
in the establishment of different service level agreements (SLA)
between the customer and the network service provider. One
such important QoS metric is the end-to-end delay bound, which
requires that the total delay experienced by any successfully es-
tablished request be no greater than the delay bound specified a
priori. Support of sustained multimedia streams over long peri-
ods requires the establishment of dedicated, delay bounded rout-
ing paths between source-destination pairs.

It is well known that grooming of sub-wavelength traffic onto
a lightpath can only be performed at grooming nodes where the
lightpath has been converted from the optical domain into the
electronic domain. In other words, grooming involves optical-
electronic-optical processing at the nodes. When a connection
request is routed on a multi-hop routing path (using two or more
lightpaths) between a source node and a destination node, then
at each intermediate hop in the path!, the sub-wavelength traf-
fic on an incoming lightpath is dropped and subsequently re-
generated and groomed on an outgoing lightpath. As a result,
the connection request incurs considerable time delays at each
hop due to various O-E-O processing associated with grooming
sub-wavelength traffic. These overheads cannot be ignored and
have to be taken into account when provisioning connection re-
quests that accommodate highly time dependent multimedia data
streams. For large networks in particular, the delay incurred at
each intermediate hop is of practical importance since the accu-
mulated delay can be significant. Consequently, SLAs are not
fully satisfied and users may not tolerate such delays. Thus, to
offer desirable and consistent QoS service, it is of paramount im-
portance for network service providers to incorporate grooming
delays into the traffic grooming problem, especially when con-
nection requests with guaranteed end-to-end delay requirements
have to be provisioned. This motivates the research in this paper.

!Each intermediate hop along a multi-hop routing path refers to the terminat-
ing/originating nodes of lightpaths carrying the connection request.



2. Related Work

Traffic grooming in WDM/SONET ring networks has been
extensively investigated [2-9]. A brief overview of the traffic
grooming problem in WDM/SONET rings was given by Modi-
ano and Lin in [2]. Gerstel et al. [3] consider traffic grooming
in WDM ring networks with the objective to reduce the over-
all SONET transmission equipment cost in the network. They
solve the problem in a single step by integrating traffic groom-
ing and lightpath assignment. Zhang and Qiao [4] propose
algorithms for traffic grooming and wavelength assignment in
SONET/WDM rings to reduce the number of wavelengths and
the number of ADMs. Chiu and Modiano [5] focus on unidirec-
tional SONET/WDM ring networks to minimize the number of
ADMs. They show that the general traffic grooming problem is
NP-Complete, and propose algorithms for special cases that have
good performance. Dutta and Rouskas [6] approach the problem
of designing a virtual topology to minimize electronic routing in
a WDM ring network by presenting a framework to obtain lower
and upper bounds on the amount of traffic electronically routed
in the network. Gerstel et al. [7] study network designs for WDM
optical rings that minimize the overall network cost rather than
just the number of wavelengths. The authors include the cost
of transceivers required at the nodes and the number of wave-
lengths on the links as metrics for the total network cost. Wang
et al. [8] provide ILP formulations along with greedy algorithms
and simulated-annealing techniques to solve the traffic grooming
problem in WDM ring networks. Chen et al. [9] give a Min-Max
objective to minimize the maximum number of lightpaths orig-
inating or terminating at a node. The problem is shown to be
NP-Complete and a polynomial time algorithm is also presented.

It must be mentioned that none of the above work explic-
itly considered the end-to-end delay constrained traffic groom-
ing problem in WDM ring networks. The only work that we
are aware of is by Yoon [10], who considers traffic grooming in
WDM ring networks along with lightpath hop-count constraints
simultaneously. The end-to-end delay bound is represented by
the hop-count constraint, which limits the number of lightpaths a
particular connection request can use. The objective is to mini-
mize the number of wavelengths needed to realize all the connec-
tion requests. The problem is formulated as a mixed integer lin-
ear program (MILP) and a heuristic algorithm is proposed. The
work in this paper essentially differs from theirs in the following
way. Our objective, unlike the former, is to maximize the net-
work throughput, given the set of traffic matrices and the number
of wavelengths on each link. Furthermore, we also incorporate
the constraint on the number of transceivers at the nodes into our
formulation, which was not considered by his work. This makes
our formulation more robust. In addition, the performance re-
sults described in their paper are based on relatively small sized
ring networks (4 to 10 nodes), and the maximum number of con-
nection requests is limited to only 45. In contrast, we consider
a moderately large-sized ring network (16 nodes) with as many
as 768 connection requests. Each traffic matrix we consider has
256 connection requests since the traffic is uniformly distributed
between all 16 node pairs. We consider three different traffic
matrices at the same time, thus the total number of connection
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requests is 3 X 256 = 768. Our algorithms are thus more suitable
for practical sized networks.

The rest of the paper is organized as follows. In Section 3, we
introduce the node architecture for traffic grooming. In Section
4, we define the end-to-end delay constrained traffic grooming
problem in WDM ring networks. We present the ILP formula-
tion in Section 5 and propose several heuristics in Section 6. We
evaluate the performance of the proposed algorithms in Section
7. We conclude the paper in Section 8.

3. Node Architecture
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Figure 1. Node architecture for traffic grooming

A WDM ring network consists of optical switching nodes
with communication fiber links interconnecting the nodes. Each
fiber link carries a certain number of wavelengths, and each
wavelength carries traffic from one or more sub-wavelength con-
nection requests. The node architecture for traffic grooming in a
WDM ring network is shown in Figure 1. The wavelength rout-
ing switch, consisting of all-optical switches, serves as an optical
bypass to all traffic that are not destined to the node. Traffic that
do not terminate at the node are switched in the optical domain
from different input ports to different output ports. Since all-
optical wavelength conversion is prohibitively expensive, these
switches do not have any wavelength conversion capability. As
a result, when a wavelength is switched from an input port to
a possibly different output port, the wavelength continuity con-
straint is obeyed, i.e. the traffic on an incoming wavelength is
switched on the same wavelength to a corresponding output port.

The node component responsible for grooming sub-
wavelength traffic is the grooming infrastructure. It consists
of tunable transmitters and receivers along with the grooming
fabric. The O-E-O processing associated with traffic grooming
takes place in the grooming infrastructure. Tunable receivers
first convert the incoming optical signal (wavelength) from the
optical domain into the electronic domain. The grooming fabric,
with all the electronic processing functionality, performs mul-
tiplexing and demultiplexing of sub-wavelength traffic onto or



from high capacity wavelengths. Sub-wavelength traffic on in-
coming wavelengths destined to the node is demultiplexed and
dropped locally at the node, while sub-wavelength traffic origi-
nating at the node is added and multiplexed onto high capacity
wavelengths. The tunable transmitters convert these multiplexed
signals from the electronic domain back into the optical domain,
following which, the wavelength routing switches switch the re-
sulting wavelength traffic to the respective outgoing ports.

4. Problem Definition

The end-to-end delay constrained traffic grooming problem is
formally stated as follows.

e Inputs to the problem

1. A ring network G = (V, E) represents the physical topol-
ogy, consists of |V| = n nodes and |E| = m links inter-
connecting the nodes. Each link in G is bidirectional and
modeled as a pair of unidirectional links. We assume that
all the nodes have grooming capability.

2. W = {1, A0, Az ennnn , Ag} is the set of available wave-
lengths in the network. We assume that each link in the
network is assigned the same number of wavelengths.

3. Tz, and Rz, denote the number of transceivers (transmit-
ters and receivers) available at node v € V. We assume that
all the nodes in GG are equipped with the same number of
transceivers that can be tuned to any wavelength among the
set of wavelengths in .

4. C is the capacity of each wavelength channel. In this work
we assume C' to be OC-48.

5. OC, traffic matrices, where y € {1,3,12}, representing
the OC-1, OC-3 and OC-12 sub-wavelength connection re-
quests between source-destination pairs.

6. Delay matrices Ay , where y € {1,3, 12}, representing the
end-to-end delay bound for each OC), sub-wavelength con-
nection request between source node s and destination node
d.

7. &, is the grooming delay incurred at node v € V due to
0O-E-O conversion and other associated overheads.

Given the above inputs, we aim to determine a virtual topol-
ogy and route the connection requests on the virtual topology so
that the network throughput is maximized, provided that all the
established connection requests meet their individual end-to-end
delay bounds. Here the network throughput is defined as the sum
of the bandwidth of all established connection requests, given the
traffic matrices.

5. Integer Linear Program Formulation

In this section, we present an integer linear program formu-
lation for the problem by extending the work in [12]. Following
are the notations that will be used in the formulation.

e Integer variables

1. v,; denotes the number of lightpaths between nodes 4 and j.

2. v _ denotes the number of lightpaths between nodes 7 and j
on wavelength A\, € W.
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3. pmn ., = Lif a lightpath between nodes 7 and j is routed
through an intermediate physical link (1, 7) on wavelength
w; otherwise plJ =0.

4. l,Sd Y = 1if the OC’ traffic request between nodes s and
duses lightpath between nodes 7 and 7 as an intermediate

virtual link; otherwise lij =0.
sd . .
5. s, = lif the OC, request between nodes s and d is suc-

cessfully established; otherwise szd =0.

The objective is to maximize the network throughput, which
can be expressed as follows.

Maximize Z Y- s;d (1)
y,s,d
Subject to the following constraints:

1. Transceiver and virtual topology constraints

\V/’L : Z’l}ij S TJ?Z‘ (2)
> i < Ra 3

3
Vi, g sz = Vjj 4)
Vi,j: 0y >0 ©)
Vi,jw: 0< v, <2 (6)

2. Physical topology routing

Vijw: > p. =0 ™

m
Vi, j,w : ijnw =0 (3)
v%]vkavk#?’?] Zp:k,w :Zp:nvw (9)
Vi, j,w Zpt;w = v;uj (10)

n
Vigow: S.p. = (1)

Vm,n,w; (m,n) € E

Sop, <1 (2
3. Virtual topology routing

Vs,d,y € {1,3,12} :

sd,y sd
S =s, (13)
J

sd,y sd
S =s, (14)

Vs,d,y € {1,3,12} :



sd,y

Vs,d, k,y € {1,3,12}; k # s,d : lezJ = Zlkj
i J

(15)

vs,dye{1,3,12}: Y 1" =0 (16)
Vs, dy € {1,3,12): Y 1" =0 (17)
J

Vi 3> yxl <O xuy (18)

Yy s,d

4. End-to-end delay bounds

VS7d7y = {1’37 12} : Z 51 . lel,y S A;d (19)

ij
Jris

Equations (2) and (3) ensure that the total number of light-
paths between a source node ¢ and a destination node j can-
not exceed the number of transmitters at node ¢ and the num-
ber of receivers at node j.

Equation (4) shows that the number of lightpaths estab-
lished between source-destination pair (i, j) is the sum of
individual lightpaths between ¢ and j on different wave-
lengths.

Equation (5) represents the condition that there can be zero
or more lightpaths established between a pair of nodes ¢ and
J.

Equation (6) ensures that, at most two lightpaths can exist
between any pair of nodes ¢ and j on a given wavelength w.
One lightpath can be setup in the clockwise direction, while
the other can be setup in the anti-clockwise direction.
Equation (7) ensures that, at source node 4 of lightpath
(,7), the total number of incoming lightpaths on wave-
length w is 0.

Equation (8) ensures that, at the destination node j of light-
path (i, 7), the total number of outgoing lightpaths on wave-
length w is 0.

Equation (9) ensures that, at any intermediate node & along
the physical route of the lightpath between nodes ¢ and 7,
the total number of incoming lightpaths on wavelength w
must be equal to the total number of outgoing lightpaths.
Equation (10) ensures that, at the source node i of light-
path (4, j), the total number of outgoing lightpaths on wave-
length w must be equal to the total number of lightpaths
between nodes ¢ and j on wavelength w.

Equation (11) ensures that, at the destination node j of
lightpath (¢, 7), the total number of incoming lightpaths on
wavelength w must be equal to the total number of light-
paths between nodes ¢ and j on wavelength w.

Equations (7) to (11) above represent the flow conservation
equations for routing the lightpath on the physical topology.
Equation (12) ensures that no two lightpaths can be routed
on the same wavelength w along the same physical link
(m,n) € E. In other words, if any two lightpaths share
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the same physical link (m,n) € E, this constraint ensures
that they will be routed on two distinct wavelengths.
Constraints in Equations (13) to (18) below denote routing
on the virtual topology.

Equation (13) ensures that, for a given OC, request be-
tween source node s and destination node d, if the request
is successfully established, then there must be exactly one
outgoing lightpath edge at s in the virtual topology.
Equation (14) ensures that, for a given OC, request be-
tween source node s and destination node d, if the request
is successfully established, then there must be exactly one
incoming lightpath edge at d in the virtual topology.
Equation (15) represents the constraint for multi-hop rout-
ing on the virtual topology. To route an OC), request be-
tween source node s and destination node d on multiple-
hops, this equation ensures that, if there is an incoming
lightpath edge at any node k # s,d in the virtual topol-
ogy, there must be a corresponding outgoing edge at k as
well.

Equations (16) and (17) ensure that, for an OC), request to
be routed between source node s and destination node d,
there must not be any incoming or outgoing lightpath edges
at nodes s and d respectively.

Equation (18) represents the wavelength capacity con-
straint. It ensures that the net traffic flowing on a lightpath
between nodes ¢ and j cannot exceed the total wavelength
capacity.

Equation (19) denotes the constraint for the end-to-end de-
lay bound of the OC), request between nodes s and d. This
constraint effectively ensures that, if the OC), request be-
tween node pair (s, d) is established, the total delay incurred
by it will be less than or equal to the end-to-end delay bound
specified a priori.

6. Heuristic Algorithms

The traffic grooming problem without end-to-end delay con-
straints in WDM ring networks is shown to be NP-Complete [5].
It follows that the problem we consider is NP-Complete as well.
The ILP solution in the previous section is computationally in-
tractable even for moderate size networks. Hence, we focus on
devising efficient scalable heuristics. In this section, we propose
three heuristic algorithms. In what follows, we use the term de-
mand to refer to a connection request between a source node and
a destination node. The terms demand and connection request
will be used interchangeably.

6.1. Algorithm Greedy_OrderBy_Demands

Since different connection requests between the same source-
destination pair can have potentially different end-to-end delay
bounds, this heuristic attempts to establish lightpaths by consid-
ering them one by one. The basic idea of this heuristic lies in
the way the demands are sorted. We adopt a greedy approach
by sorting demands according to their bandwidth requirement in
decreasing order. If the end-to-end delay bound for a demand is
0, it can only be routed on a single lightpath between its two end-
points. These demands are of high priority, thus, we sort all de-
mands with the same bandwidth requirement in increasing order



of the end-to-end delay requirements. Subsequently, demands
with the same bandwidth and delay requirements are sorted ac-
cording to their shortest-path hop count in increasing order. The
notion behind sorting the demands in this manner is to ensure
that the available wavelengths are prudently used to establish de-
mands with high bandwidth requirement and stringent end-to-
end delay bounds. Once a lightpath is established, the other de-
mands between the endpoints of the lightpath are groomed on it
such that its residual capacity is minimized. Demands that cannot
be established on a single lightpath will be routed on the virtual
topology, subject to meeting the end-to-end delay bounds. The
detailed algorithm is given in Algorithm 1.

Algorithm 1 Greedy_OrderBy_Demands

1. Store all the individual demands from the traffic matrices
(OC-1, OC-3 and OC-12) in a new traffic matrix array 7'M

2. Sort all the demands in 7'M according to their bandwidth
requirement in descending order.

3. Next, sort all the demands in 7'M/ that have the same
bandwidth requirement according to their end-to-end delay
bounds in ascending order.

4. For each demand in 7'M, determine the number of hops
in the shortest path between the source node and the cor-
responding destination node. Finally, sort the demands that
have the same bandwidth requirement and delay bound ac-
cording to their hop counts in ascending order.

5. Identify the first source-destination node pair (s, d) in matrix
T M. If there is at least one free transmitter at s and at least
one free receiver at d, try to establish a lightpath between
these two endpoints using shortest path routing and first-fit
wavelength assignment policy.

6. If the lightpath can be successfully established, try to groom
other demands between node pair (s, d) on this lightpath so
as to maximize the lightpath capacity utilization. In other
words, pack the lightpath with as much traffic as possible,
subject to the available wavelength capacity. Delete the es-
tablished demands from matrix 7'M and go to step 5.

7. If the lightpath establishment in step 5 fails, remove all the
demands between node pair (s,d) from TM and put them
into a secondary traffic matrix array ST M. Repeat steps 5
to 7 until matrix 7'M is empty.

8. Make use of the unused transceivers and wavelengths at the
end of step 7 by attempting to establish arbitrary lightpaths
between node pairs in increasing order of their hop counts.

9. The complete virtual topology is generated at the end of step
8. Now, sort all the demands in matrix ST M according to
their bandwidth requirement in descending order.

10. Finally, attempt to route the demands in matrix ST'M over
the virtual topology without violating their end-to-end delay
bounds.

6.2. Algorithm Greedy OrderBy Net_Traffic

Unlike the previous heuristic, this algorithm does not take
into account the end-to-end delay bounds of individual demands
when attempting to establish lightpaths. Instead, the demands
are sorted according to the total uncarried traffic between source-
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destination pairs in descending order (greedy policy), where un-
carried traffic refers to the sum of the bandwidth of individual de-
mands between source-destination pairs that are yet to be estab-
lished. Once a lightpath is established, the demands between the
endpoints of the lightpath are groomed on it such that its residual
capacity is minimized. Demands that cannot be groomed on the
lightpath are routed on the virtual topology, subject to meeting
the end-to-end delay bounds. The detailed algorithm is given in
Algorithm 2.

Algorithm 2 Greedy_OrderBy_Net_Traffic

1. Sort all the demands according to the net (total) uncarried
traffic between source-destination pairs in descending order.
Store these demands in a traffic matrix array 7'M

2. Identify the first source-destination node pair (s, d) in matrix
T M. If there is at least one free transmitter at s and at least
one free receiver at d, try to establish a lightpath between
these two endpoints using shortest path routing and first-fit
wavelength assignment policy.

3. If the lightpath can be successfully established, route all the
demands between node pair (s, d) directly on this lightpath
so as to maximize the lightpath capacity utilization. Deter-
mine the remaining uncarried traffic between node pair (s, d)
and update its corresponding value in matrix 7'M . Go to step
1.

4. If the lightpath establishment in step 2 fails, delete the cor-
responding (s, d) entry from matrix 7M. Identify all the
individual demands between node pair (s, d) and store them
in a secondary traffic matrix array ST M. Repeat steps 1 to
4 until matrix 7'M is empty.

5. Make use of the unused transceivers and wavelengths at the
end of step 4 by attempting to establish arbitrary lightpaths
between node pairs in increasing order of their hop counts.

6. The complete virtual topology is generated at the end of step
5. Now, sort all the demands in matrix ST M according to
their bandwidth requirement in descending order.

7. Finally, attempt to route the demands in matrix ST M over
the virtual topology without violating their end-to-end delay
bounds.

6.3. Algorithm ILP_Relaxed_Solution

Rather than relying purely on greedy approaches to establish
lightpaths as described in the previous two heuristics, this algo-
rithm starts by establishing lightpaths using the results obtained
by solving the corresponding Linear Program (LP). Once a light-
path is established, the demands between the endpoints of the
lightpath are groomed on it such that its residual capacity is min-
imized. All demands that cannot be routed directly on a single
lightpath are routed on the virtual topology using its spare capac-
ity, subject to meeting the end-to-end delay bounds. The detailed
algorithm is given in Algorithm 3.

7. Performance Evaluation

In this section, we first describe the simulation environment,
and then present the experimental results of the proposed algo-



Algorithm 3 ILP_Relaxed_Solution

1.
2.

11.

12.

13.

. Obtain the values for all the v,

. Execute

Formulate the ILP for the problem.
Solve the Linear Program of the problem by relaxing the in-
teger constraints on the variables used in the ILP formula-
tion.

;; variables from the resulting
LP solution and store them in matrix L. The variables ¢ and j
in ”m indicate the source node and the destination node of the
lightpath (4, j) on wavelength w. Sort matrix L according to
the vZ values in descending order.
steps 1 to 4
Greedy_OrderBy_Demands.

of the  algorithm

. Using shortest path routing and first-fit wavelength assign-

ment policy, try to establish a lightpath between the first
source-destination node pair (i, j) in matrix L, subject to the
transceiver constraints.

. If the lightpath can be successfully established, identify all

the demands in matrix 7'M that are between the endpoints
(4,7). Route these demands directly on the lightpath so as
to maximize the lightpath capacity utilization. Delete the
demands from matrix 7'M that were successfully routed on
the lightpath. Also, delete node pair (i, j) from matrix L and
go to step 5.

. If the lightpath establishment in step 5 fails, delete the node

pair (4, j) from matrix L. Identify all the individual demands
in matrix 7'M that are between the endpoints (7, j). Delete
these demands from matrix 7'M and store them in a sec-
ondary traffic matrix array ST M. Repeat steps 5 to 7 until
matrix L is empty.

. Next, scan matrix 7'M for any unestablished demands be-

tween source node s and destination node d. Try to establish
a lightpath between node pair (s, d) using shortest path rout-
ing and first-fit wavelength assignment policy, subject to the
transceiver constraints.

. If the lightpath can be successfully established, identify the

remaining demands in matrix 7'M that are between the end-
points (s, d). Route these demands directly on the lightpath
so as to maximize the lightpath capacity utilization. Delete
all the demands from matrix 7'M that were successfully
routed on the lightpath. Go to step 8.

. If the lightpath establishment in step 8 fails, delete all the

demands between the two endpoints (s, d) from matrix 7'M
and store them in a secondary traffic matrix array S7'M. Re-
peat steps 8 to 10 until matrix 7'M is empty.

Make use of the unused transceivers and wavelengths at the
end of step 10 by attempting to establish arbitrary lightpaths
between node pairs in increasing order of their hop counts.
The complete virtual topology is generated at the end of step
11. Now, sort all the demands in matrix ST M according to
their bandwidth requirement in descending order.

Finally, attempt to route the demands in matrix ST M over
the virtual topology without violating their end-to-end delay
bounds.
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Figure 2. 16 node bidirectional ring network

rithms using the 16 node bidirectional ring network shown in Fig-
ure 2 as the physical topology. We consider three different traffic
matrices - OC-1, OC-3 and OC-12, with the total wavelength ca-
pacity being OC-48. Following the same simulation environment
setting in [12], the traffic matrices are generated as follows. The
number of OC-1 connection requests between each node pair is
a uniformly distributed random number between 0 and 16. The
number of OC-3 connection requests between each node pair is
a uniformly distributed random number between 0 and 8. Fi-
nally, the number of OC-12 connection requests between each
node pair is a uniformly distributed random number between 0
and 2. The grooming delay at each node is randomly assumed
to be 3 units. The end-to-end delay bound for the connection
requests is a uniformly distributed random number from the set
{0,3,6,9,12}. A connection request with a delay bound of 0 in-
dicates that it can only be routed on a single lightpath (one hop)
directly between its two endpoints, while the value 12 indicates
that the connection request can be routed in at most 5 lightpath-
hops. The total bandwidth of all the connection requests in our
experiment is equivalent to OC-7668. Further, assume that the
connection requests cannot be divided into several smaller con-
nection requests and routed separately. Each connection request
has to be routed along a single path between the source node and
the destination node.

7.1. Experimental Results

In Figures 3 to 6, we plot the network throughput curves by
varying the number of wavelengths on each fiber link and fix-
ing the number of transceivers at each node at 10, 11, 12 and
13 respectively. To estimate the upper bound on the network
throughput, we relax the original ILP to a corresponding LP. We
then solve this LP directly using the CPLEX [15] linear optimizer
(version 10). Following the theory of Linear Programming, the
solution of the LP formulation specifies an upper bound on the
solution of the original ILP. In addition, if this relaxed solution
is a feasible solution to the problem, it is also the optimal solu-
tion to the problem. The upper bound curves are indicated by
ILP_Relaxed_Upper_Bound.

Figure 3 shows the network throughput curves when the
number of transceivers at each node is fixed at 10 and the
number of available wavelengths on each link is varied from
5 to 15. It can be clearly observed from the figure that the
ILP_Relaxed_Solution outperforms the other two heuristic algo-
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Figure 3. Throughput when number of transceivers is
fixed at 10 and number of wavelengths varied from 5-15

Figure 4. Throughput when number of transceivers is
fixed at 11 and number of wavelengths varied from 5-15
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Figure 5. Throughput when number of transceivers is
fixed at 12 and number of wavelengths varied from 5-15

rithms. The upper bound curves indicated in the figure are not
feasible solutions to the problem because the LP solutions are not
integer solutions. In fact, the actual upper bound will be lesser
than the upper bounds shown in the figure. From this, we can in-
fer that the difference in network throughput between the optimal
solution and the ILP relaxed solution is actually smaller than that
seen in the figure. This renders the network throughput from the
ILP relaxed solution much closer to the optimal solution. It can
also be seen that, when the number of available wavelengths is
relatively small, Greedy_OrderBy_Demands heuristic performs
slightly better than the Greedy_OrderBy_Net_Traffic heuristic.
This suggests that, when the available wavelength resources are
limited, it might be better to order and route demands individu-
ally (ILP_Relaxed_Solution, Greedy_OrderBy_Demands) as op-
posed to ordering them according to the net uncarried traffic
(Greedy_OrderBy _Net_Traffic).

In the above network setting, the gain in the network through-
put using the ILP_Relaxed_Solution is between 4% and 35%
when compared with the Greedy_OrderBy_Net_Traffic heuris-
tic. In comparison with the performance offered by the
Greedy_OrderBy_Demands heuristic, the measured gain is be-
tween 4% and 22%. Similar trend can be observed in the other
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Figure 6. Throughput when number of transceivers is
fixed at 13 and number of wavelengths varied from 5-15

network configurations as well. When the nodes are equipped
with 13 transceivers (see Figure 6), the gain in the network
throughput varies between 3% and 39% when compared with
the former heuristic, and between 3% and 23% when compared
with the latter. These performance results clearly demonstrate
the effectiveness of the relaxation technique.

Next, we plot the network throughput curves versus the num-
ber of transceivers when the number of wavelengths on each link
is fixed at 9, 11, 13 and 15 respectively. These curves are shown
in Figures 7 to 10. These results also confirm the high efficiency
of the ILP_Relaxed_Solution over the other two algorithms. The
network throughput gain achieved varying between 2% and 17%.

8. Conclusion

In this paper, we investigated the end-to-end delay constrained
traffic grooming problem in WDM ring networks. Given individ-
ual traffic matrices, end-to-end delay bounds, wavelength capac-
ity, the number of transceivers and the number of wavelengths,
we first proposed an ILP formulation for the problem, which is
applicable when the network size is small. We then proposed
three scalable heuristics and finally evaluated the performance
of the proposed algorithms by experimental simulations using
a 16 node representative sized ring network. The experimental
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Figure 7. Throughput when number of wavelengths is
fixed at 9 and number of transceivers varied from 8-13

Figure 8. Throughput when number of wavelengths is
fixed at 11 and number of transceivers varied from 8-13
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Figure 9. Throughput when number of wavelengths is
fixed at 13 and number of transceivers varied from 8-13

results showed that the heuristic based on ILP relaxation outper-
forms the other two heuristic algorithms significantly. We are
currently working on establishing theoretical upper bounds for
the network throughput from the ILP formulation. Extending the
work to solve the problem in the context of WDM mesh networks
is also being investigated.
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