
Approximate Querying in Wireless Sensor Networks
Yuzhen Liu Weifa Liang
Department of Computer Science
Australian National University
Canberra, ACT 0200, Australia

Abstract- In this paper, we study the maximization problem
of network lifetime for answering a sequence of aggregate
queries based on snapshot data. We build a series of nearly
optimal representative routing trees for query evaluation, where a
representative routing tree is such a tree rooted at the base station
that each node in it represents a set of non-tree nodes by holding
their historical data (snapshot data). A representative routing
tree is optimal if the minimum residual energy among its nodes
is maximized, and the number of nodes in the tree is minimized.
Due to the unpredictability of future queries, we will focus on the
construction of individual optimal representative routing trees in
order to solve the maximization problem of network lifetime.
We first show the optimal representative routing tree problem
is NP-complete. Instead, we then devise two heuristic algorithms
for it. We finally conduct extensive experiments by simulations
to evaluate the performance of the proposed algorithms in terms
of the network lifetime and the average size of representative
routing trees. The experimental results showed the proposed
algorithms outperform an existing algorithm significantly.
Keywords: Wireless sensor network, aggregate query evaluation,
network lifetime, snapshot-based query, correlated data gathering,
representative routing tree.

I. INTRODUCTION
Sensor networks have been used for environmental mon-

itoring purposes [10]. During this course, the large volume
of sensed data generated by sensors is needed to be either
collected at the base station for further processing or processed
within the network to answer user queries. The sensor network
thus has also been treated as a virtual database by the database
community [9], which is essentially different from the tradi-
tional databases. It is impossible sometimes to store all sensed
data in a central site (the base station) simply because the
data generated by sensors are continuing data streams, and
the volume of the data is so huge. On the other hand, the
battery-powered sensors will quickly become inoperative due
to large quantity energy consumption if all sensed data must
be sent to the base station. Particularly, energy conservation in
the operations of sensor networks is of paramount importance,
which poses great challenges on the evaluation of queries in
such a database efficiently and effectively.

To reduce the energy consumption in sensor networks,
instead of providing the exact answer for each user query
by all sensors participation [7], sometimes an approximate
solution is acceptable, which is obtained by using a subset
of sensors in the network [13]. Unlike the previous work that
focused on approximation solutions for aggregate queries in
sensor networks, two model-driven approaches are recently
proposed [2], [5]. Deshpande et al [2] introduced a model-
driven data acquisition framework, which uses a trained sta-
tistical model at the base station instead of in-network query
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processing to answer user queries with high confidence. Thus,
the energy at sensors is saved through limiting the number
of sensor readings. It is assumed in their model that the
base station is a powerful computer that has unlimited power
supply. In contrast to this model, Kotidis [5] proposed another
model-driven query processing approach, referred to as the
snapshot-based query processing. Essentially, this two-stage
approach partitions the sensor nodes in a sensor network into
two categories: the representative nodes and the represented
nodes. In the first stage, a certain number of sensors are
chosen as the representatives of those unchosen sensors. Each
chosen sensor will represent its members solely. None of the
members can be represented by two representative nodes. Each
represented member usually is at sleep mode but periodically
sends its heart-beat signal and sensed data to its representative
node. Given two neighboring nodes, which one represents
the other is determined by a given correlation metric. For
a represented node, its representative node will provide an
estimate of its actual value using a formula, based on the
historical data (snapshot data) it sent to the representative
node [5]. In the second stage, a spanning tree rooted at
the base station spanning all the nodes is first built using
a Breadth-First-Search approach in [8], [9]. A routing tree
is then obtained by pruning branches of the spanning tree
until each leaf node in the resulted tree is a representative
node. Note that in this routing tree, some non-representative
nodes that serve as relay nodes for others are also included.
Each representative node in the routing tree reports its own
and its represented nodes' results to the base station through
relay nodes. In the rest of this paper, this approach is referred
as to algorithm snapshot. However, algorithm snapshot
has its limitations. To respond to each incoming query, a
dedicated routing tree for the query as above must be built.
Consequently, the energy overhead on frequently routing tree
building cannot be ignored. On the other hand, despite the
number of representative nodes chosen in the first stage may
be small, it cannot be guaranteed that the number of nodes in
the routing tree is small as well, the tree may contain much
more relay nodes which are not the representative nodes. This
implies that only very few nodes in the tree will become the
represented nodes.

Motivated by the work due to Kotidis [5], in this paper
we study the maximization problem of network lifetime for
answering a sequence of unknown aggregate queries based
on the snapshot data. We build a series of snapshot-based
representative routing trees for query evaluation. Although
Kotidis [5] also uses the snapshot-based representative tree
concept, there are some essential differences between his work
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and ours. (i) We introduce not only the correlation metric
d as he did in [5], but also the correlation threshold 0 that
models the query quality requirement by different users. The
experimental results show that there is a non-trivial trade-off
between the quality of the query result and the amount of
energy consumption per query. (ii) During the construction of
a representative routing tree, on one hand, we aim to minimize
the number of nodes in the tree. On the other hand, we also
require that the tree serve for query evaluation as long as
possible. A node is chosen to be included in the tree after
having taken into account not only how many other nodes it
can represent but also how much its current residual energy is.
Two heuristics are proposed to trade-off these two factors. In
his algorithm, the procedures of choosing the representative
nodes and constructing the routing tree are separate, which
may result in lots of non-representative nodes included in
the routing tree, whereas we deal with these two procedures
jointly. As a result, the number of nodes in our routing tree
is controlled. (iii) Given a sequence of unknown aggregate
queries, our optimization objective is to maximize the network
lifetime by answering as many queries in the sequence as
possible, while each query in the sequence will be evaluated
by only one of the nearly optimal representative routing trees.
The nodes in different trees may not be different, thereby,
the network lifetime is prolonged. In his algorithm, the major
motivation is to build the snapshot based data acquisition
model and the author focused on a single query by building
a routing tree such that the number of nodes in the tree is as
small as possible.

II. PRELIMINARIES

A wireless sensor network can be modelled by an undirected
graph G = (V, E), where V is the set of sensor nodes, and
there is an undirected edge (u, v) in E if and only if nodes u
and v are within the transmission range rt of each other, V =

n and EI = m. Among the n sensors, one is the base station,
which has unlimited energy supply. Each sensor equipped
with an omni-directional antenna can monitor its vicinity. The
sensing area by a sensor is a circle with radius r,, which is
referred to as sensing range. Each node consumes its energy
when performing message transmissions, receiving messages,
sensing, and computing. The dominant energy consumption at
a node is its transmission energy consumption, followed by
the reception energy consumption.
Two neighboring nodes u and v in V are highly correlated

if (u, v) C E and d(u, v) > 0, given a wireless sensor net-
work G(V, E), data correlation metric d, and data correlation
threshold 0, 0 < 0 < 1. For example, if we take the metric
d as the ratio of their overlapping area to the sensing area of
a sensor, then, the metric says that two neighboring nodes
are highly correlated if the ratio between them is at least
0. Node u can be represented by node v if they are highly
correlated. A representative routing tree in a wireless sensor
network G(V, E) is a tree rooted at the base station such that
every non-tree node is represented by a tree node, i.e., for each
node v C V, either v is in the tree or v is highly correlated with
at least one tree node. An optimal representative routing tree

in G is a representative routing tree such that (i) the number of
nodes in the tree is minimized; and (ii) the minimum residual
energy among the tree nodes is maximized. Here (i) implies
that more representative routing trees can be built if each of
the trees contains fewer nodes, and (ii) ensures that each tree
can survive as long as possible. The optimal representative
routing tree will be used for the evaluation of aggregate queries
(issued at the base station) by providing approximate answers,
based on the snapshot data of represented nodes stored at their
representative nodes. The lifetime of an optimal representative
routing tree is determined by the number of queries it evaluated
and defined by the time when the first node in the tree dies. The
maximization problem ofnetwork lifetime is defined as follows.
Given a sensor network G(V, E) with a base station that has
unlimited energy supply and all the other nodes have the same
initial energy capacity IE, sensing range r, and transmission
range rt, assume that there is a sequence of unknown aggregate
queries and queries arrive and are evaluated one by one by
the system. The problem is to construct a series of optimal
representative routing trees such that the sum of lifetime of
the optimal representative routing trees is maximized.

In this paper, we aim to build a series of optimal repre-
sentative routing trees to maximize the sum of lifetime of the
representative routing trees, thereby maximizing the network
lifetime. In the rest of this paper we shall focus only on the
optimal representative routing tree problem.

III. ALGORITHMS FOR OPTIMAL REPRESENTATIVE
ROUTING TREES

A. NP Hardness

Lemma 1: The optimal representative routing tree problem
in a wireless sensor network G(V, E) is NP-Complete.

Proof: We first reduce the minimum connected dominant
set (MCDS for short) problem to the optimal representative
routing tree problem within polynomial time as follows.

Given an instance G(V, E) of MCDS and an integer K, the
decision version of MCDS is to find a node subset S of size
ISI < K such that the subgraph induced by the nodes in S
is connected, and for every other node v C V - S there must
have an edge (v, u) C E where u C S. The problem is well
known to be NP-Complete [3].

Given the above instance G(V,E) of MCDS and K, a
wireless sensor network instance M = (N, L) of the optimal
representative routing tree problem is constructed as follows.
N = V. If there is an edge (u, v) C E, then the corresponding
two neighboring sensor nodes u and v are highly correlated
and there is an edge (u, v) C L. For simplicity, we assume
that all sensor nodes have identical residual energy. Thus,
the decision version of the optimal representative routing tree
problem in M(N, L) is to find a representative routing tree
T such that the number of nodes in the tree is no greater
than K. Let T(V) be the set of nodes in T. Then, a solution
T(V) for the latter problem is a solution for MCDS, because
IT(V)I < K and all the nodes in T(V) is connected, and for
every u , T(V), there must be an edge (u, v) C L between
u and v, where v C T(V).
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Given a tree, whether it is an optimal representative tree
can be verified within polynomial time. Thus, the optimal
representative routing tree problem is NP-Complete. U

B. Heuristic algorithms
Due to the NP hardness of the optimal representative routing

tree problem, in the following we focus on devising two
heuristic algorithms for it.

1) Overview of heuristics We assume that the entire net-
work lifetime consists of several stages. At each stage a
representative routing tree will be used. Thus, the number
of representative routing trees corresponds to the number of
different stages of the network lifetime. Within a stage, all
the queries posed during that period will be evaluated by the
corresponding representative routing tree. A shift from the
current stage to the next stage means that a new routing tree
based on the current residual energy of each node will be
built, and it will be employed at the next stage. In the rest,
we focus on building a representative routing tree after taking
into account the spatial data correlation, based on the snapshot
data at those represented nodes.

2) Heuristic algorithm one The heuristic algorithm is as
follows. The node set V is partitioned into three subsets, T(V),
C(V), and U, where T(V) is the set of tree nodes, C(V) is the
set of correlated nodes that are represented by the tree nodes
already, and U is the set of nodes that are neither in the tree nor
being correlated with any tree nodes. V = T(V) U C(V) U U.

The representative routing tree is built greedily. Initially, the
representative routing tree contains the base station only. Each
time a node u C U is chosen to be added to the tree if there is
an edge between a tree node and u and hi (u) is minimized,
where hi(u) for u C U is defined as follows.

hi(u)= IE - RE(u)
NT'(u)(1

where N' (u) is the number of those unrepresented neighboring
nodes of u that are highly correlated with u under the metrics
d and 0, IE is the initial energy capacity, and RE(v) is the
residual energy at node v. Once u is chosen, all the nodes in
N'(u) will be added to C(V), and U = U - N'(u) -{u}.
Otherwise (no such u C U exists), a node from C(V) is chosen
and added to the tree using the same metric as (1).

It can be observed from the definition of hl, it favors the
node with high residual energy and large number of highly
correlated, unrepresented neighboring nodes. If two non-tree
nodes have the same residual energy, the node that is highly
correlated with more unrepresented nodes will be selected
and added to the tree. On the other hand, if two non-tree
nodes represent the same number of unrepresented nodes, the
heuristic will select the node with more residual energy and
add it to the tree. The detailed algorithm is given below.

Algorithm Representative-Routing-Tree
Input: G(V, E), rS, RE(, d, 0
Output: A representative routing tree T(V', E'), V' C V

if it exists.
begin
1. T(V) <- {s}; 1* s is the base station */

2. C(V) <- 0;
3. U<--V-{s};
4. while (U # 0) do
5. if there is a node u0 C U such that

IE-RE(ulo) ni* G(), ,uv GE fIE-RE(u)
N (uo) = l(e()uuuv t N'(u)i

/* let (uo, vO) C E be the edge and vo C T(V) *1
6. then T(V) <- T(V) U {uo};
7. C(V) <- C(V) U N'(uo);
8. parent(uo) <- vo;

/* set the parent of uo in the tree *1
9. U<-U-N'(uo)-{uo};
10. else if there is a node ul e C(V) such that

IE-RE(utl)
= mi,G()uCV,uvGj IE-RE(u) IN' (U1) = l{E()ucv ,)C}t N'(u)i

/* let (uj,vi) C E be the edge and v1 C T(V) *1
11. then T(V) <-T(V) U{u1};
12. parent(ui) <- v;
13. C(V) <- C(V) U N'(ul) - {u1};
14. U <- U-N'(u);

else exit; /* the tree does not exist; *1
endif;

endif;
endwhile;

15. V' = T(V);
16. E' = {(v, u) Cu T(V), v C T(V) and parent(u) is v};
17. return T(V', E');
end.

We have the following lemma.
Lemma 2: Given a wireless sensor network G(V, E) with

correlation metric d and correlation threshold 0, 0 <
0 < 1, the solution T(V', E') delivered by algorithm
Representative-Routing-Tree is a representative
routing tree of G.

Proof: It can be seen from the construction of T that T
is tree. We now show that for any node v C V, either v is in
T(V) or v is represented by a node in T(V) by contradiction.
Assume that there is such a node v C V that neither it is in
T(V) nor none of the nodes in T(V) can represent it. That is,
v is in neither T(V) nor C(V). Since V = T(V) U C(V) U
U, we have U :t 0, and the algorithm will not terminate,
which means that the construction of T has not finished yet.
This contradicts that T is the final solution delivered by the
algorithm. The lemma thus follows. U

Theorem 1: Given a wireless sensor network G(V, E) with
a correlated metric d and correlation threshold 0, 0 < 0 < 1,
there is a heuristic algorithm for the optimal representative
routing tree problem, which takes 0(mn) time, where n V
and m= El.

Proof: Following Lemma 2, the tree delivered by the
proposed algorithm is a representative routing tree.The time
complexity of the proposed algorithm is analyzed as follows.

Step 1 to Step 3 take 0(1) time. Step 5 takes 0(m) time.
Step 6 to Step 9 take O(n) times at most. Step 10 takes 0(m)
time. Step 11 to Step 14 take 0(n) time. The while loop is
executed at most n times. Thus, the total running time for
Step 5 to Step 14 is 0(mn) time. Step 15 and Step 16 take
O(n) time. Algorithm Representative-Routing-Tree
thus takes O(mn) time. U
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3) Heuristic algorithm two The previous heuristic implies
that there is a non-trivial tradeoff between the number of
representative routing trees and the lifetime of each of the
trees. Motivated by this observation, we aim to design a
new heuristic that maximizes not only the residual energy at
each representative node but also the number of nodes being
represented by each representative node.

It has been shown that a heuristic based on the exponential
function of energy utilization at nodes is very useful in the
design of on-line algorithms for unicasting and multicasting in
ad hoc networks [4], [6]. Here, a heuristic function based on
the exponential function of energy utilization for the optimal
representative routing tree problem is given as follows.

h2(u) I N'(u) (2)IE(A/3Cu) - 1)'

where A > 1 is a constant, and p3(u) IE-RE((u) is theIE
energy utilization ratio at u so far.
The heuristic is to maximize the value of h2 (u). It can be

seen from (2) that this heuristic penalties those nodes that have
small percentages of residual energy with increase of the value
of A heavily. On the other hand, it favors choosing a node as
the representative node if it can represent as many other nodes
as possible. The algorithm for building the representative
routing tree by employing heuristic function h2 is similar
to algorithm Representative-Routing-Tree. The only
difference is that the node with the maximum value of h2
is chosen into the tree in Step 5 and Step 10 in algorithm
Representative_Routing_Tree.

4) Network lifetime maximization algorithm The maximiza-
tion problem of network lifetime is then solved by calling
procedure Representative-Routing-Tree iteratively,
which is detailed as follows. A representative routing tree
based on the initial energy at nodes is built to accommodate
the queries during the living period of the tree until the first
node in the tree dies due to the expiration of its energy. The
next representative routing tree is then constructed based on
the current residual energy among the nodes to respond to
subsequent queries. The procedure is repeated until no further
representative routing tree can be built based on the current
residual energy. The algorithm for the maximization problem
of network lifetime can be described as follows.

Algorithm NetworkiLifetime-Maximization
Input: G(V, E), rS, RE(, d, 0
Output: The network lifetime.
begin
1. Iifetime <- 0; 1* the network lifetime*/
2. while true do
3. call Representative-Routing-Tree;
4. if a representative routing tree exists
5. then lifetime <- lifetime + lifetimel;

1* lifetime] is the lifetime delivered by algorithm *1
1* Representative-Routing-Tree *1
else exit;
endif;

endwhile;
6. return lifetime;

end.

For the sake of convenience, algorithm NetworkLife -
time-Maximization employing heuristic function h1 and
h2 is referred to as NLM1 and NLM2, respectively.

IV. POTENTIAL APPLICATIONS
The representative routing tree can be used to collect

training data from the network to build global query models
at the base station. These models will later be used to answer
user queries directly, rather than to get the query result
through in-network processing. For example, in Deshpande
et al model [2], the initial training data set must be sent to
the base station, the representative routing tree can be used
for such a purpose. The representative routing tree can also
be used for collecting the updated data from some sources if
there is any significantly updating among the sensor nodes.
Recently Meliou et al [11] proposed a strategy for forwarding
the updating sources data to the base station by finding a
Eulerian-tour including all sources, which is limited to the case
where the number of nodes involved is small and the message
forwarded by each node in the tour is fixed. Otherwise, the
cost is expensive and a representative routing tree for such
collection purpose would be better.

Although the representative routing tree is used for ap-
proximate querying, it can be applicable for other query
applications. For example, it can be used to answer a class
of spatial-correlated aggregate queries approximately. Due to
the fact that in most cases the sensors are deployed randomly
by the aircraft, some area within a monitored region may
have lots of redundant sensors. This will result in the highly
correlated data among nearby sensors. To prolong the network
lifetime by exploiting sensor correlation, von Rickenbach and
Wattenhofer [12], [1] devised an algorithm for data gathering
by building a spanning routing tree rooted at the base station.
The sensed data by each sensor is compressed through internal
nodes in the tree before it is transferred to the base station.
From this scenario, it can be seen that the sensed data in
nearby sensors are highly correlated. To alleviate the volume
of transmitted data at each node, it is necessary to remove
the correlated data before the compression. However, if an
approximate result is acceptable, instead of building a span-
ning tree for evaluating queries, a representative routing tree
suffices, which consists only of the representative nodes, where
a representative node is chosen from these highly correlated
nodes and represents them. The same compression technique
can then be applied to the internal nodes in the representative
routing tree. Thus, the energy consumption at each node is
significantly reduced, since a fewer number of sensor nodes are
included in the representative routing tree and less computing
time at each node for correlation data is required. In addition,
those sensor nodes that have not been included in the current
representative routing tree can be used in later routing trees.
Thus, the network lifetime will be substantially prolonged.

In the following we use an example to demonstrate that
the representative routing tree can be stand alone and used to
evaluate typical aggregate queries in databases by returning
approximate results.
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Theorem 2: Given a wireless sensor network and approxi-
mation error c, there is an approximation solution for queries
like MAX, MIN, AVG, using the representing routing tree. In
other words, let y be the exact value of one of the functions
of MAX, MIN, AVG and the approximate value returned
by the proposed algorithm, then y -Y <. e.

Proof: We here only consider function AVG. The dis-
cussion for MAX and MIN is similar, and omitted. Let xi be
the reading of node vi and Yi the estimate of xi. Consider
two highly correlated neighboring nodes vi and vj, i.e. the
absolute difference of their readings xi- xj is no greater
than c, 0 < e < 1. Assume that node vi is the representative
node of vj in the representative routing tree. Then, xi is an
approximate value of xj, and xj - = xj-xi <..

Let k be the number of nodes in the representative routing
tree. Without loss of generality, assume the first k sensor
nodes in the network are in the tree and node vi represents
ni represented nodes including itself 1 < i < k. Then,

ni = n following the definition of the representative
routing tree. Let y = i=1 xi/n be the exact average of the
n sensor readings. Now, we use the representative routing tree
to evaluate the AVG query to obtain an approximate solution
of the query as follows.

If node vi is a leaf node, it sends a message (Ni, Wj) to its
parent, where Ni = ni is the number of nodes it represents
and Wi is the sum of estimated values, i.e., either Wi = nixi,
or Wi =, + xj and xj is an estimate value of xj,
using the history data of node vj that is stored at node vi and
the value of xi itself. Note that the absolute difference between
Wi and the sum of exact values of these nodes is no more than
(ni - 1)E, following the definition. If node vi is an internal
node, it sends a message (Ni, Wj) to its parent, where Ni =

E;t1 Nij + ni and Wi = Et'1 Wij + nixi, assuming that
node vi has ti children and (Nij, Wij) is the message received
from its jth child. Let (W, N) be the message received by the
base station, then the estimated value is y W/N = W/n.

~Y- X=Ix_+x2+...+xn__ nixi+n2X2+...+nkXk

-

n

< ( (nil-) +(n2-1)+ ..+ (nk-1))e
(n-k)e (1-k ),E <e

V. PERFORMANCE STUDY

We evaluate the performance of the proposed algorithms
against that of an existing algorithm by conducting experi-
mental simulations. The experimental results show that the
proposed algorithms outperform the existing one significantly.

1) Simulation environment We assume that the monitored
region is a 10 x 10 m2 square in which 1,000 homogeneous
sensor nodes are deployed randomly, by the NS-2 simulator.
We also assume that queries arrive one by one, and once
a query arrives, it must be responded and evaluated by the
system, using the established routing tree. For simplicity, we
further assume that the length of the answer to each query is
a unit-length. The energy consumption for evaluating a query
using a representative routing tree as follows. Each node in
the routing tree consumes te units of energy by transmitting
one unit-length message to its parent, re units of energy by
receiving one unit-length message from each of its children,

and ce units of energy by computing and processing the
message from each node it represents. Each non-tree node that
is represented by a tree node consumes te units of energy by
transmitting its sensed data to its representative node (a tree
node), assume that each non-tree node periodically sends its
data every or time units. An energy threshold d is introduced to
avoid that a representative routing tree may die quickly, since
the lifetime of a routing tree is determined by the minimum
ratio of the residual energy to the number of children at each
node. The threshold d will prevent those nodes that have lower
residual energies to be chosen as the representative nodes in
the routing tree. In other words, only those sensor nodes whose
residual energies are no less than d can be included in a
representative routing tree.

To build a representative routing tree, the sensor nodes in
the network are classified into either representative nodes or
represented nodes, while the relationship between a repre-
sentative node and its represented node is determined by the
correlation threshold, using a given metric d. For convenience,
we here assume that d is a function of overlapping sensing
area between two nodes, where the sensing area by each
sensor is a circle with radius r,. The sensing correlation
percentage between two neighboring nodes is the ratio of
the overlapping sensing area to 7r 2. Two neighboring nodes
are highly correlated if the sensing correlation percentage
between them is no less than a given correlation threshold
0, 0 < 0 < 1. Each network topology with different problem
size is generated using the NS-2 simulator. For each size of
the network instance, the value shown in figures is the mean
of 10 individual values obtained by running each algorithm on
10 randomly generated network topologies.

2) Performance evaluation of various algorithms We evalu-
ate the performance of the proposed algorithms against that of
an existing algorithm in terms of the network lifetime and the
size of the representative routing tree, by varying correlation
threshold and sensing range. In our simulation, the initial
energy IE is 105 units and the energy threshold d is 1% of IE.
The transmission range is 2 and the energy consumption of per
unit message at a node is as follows. The transmission energy
consumption te is one unit, the reception energy consumption
re and computing energy consumption ce are 50% and 10% of
te, respectively. The interval of communication (heart-beating)
between a represented node and its representative node is 100
time units and the energy utility factor A is 1.5.

80000

60000 _

.:~

3 40000

z

20000 _

Fig. 1. Network lifetime evaluation with various correlation thresholds when
r, = 1.
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Fig. 2. Network lifetime evaluation with various correlation thresholds when
= 1.5.

We first evaluate the network lifetime delivered by different
algorithms with various data correlations when the sensing
range r, is 1, shown in Fig. 1. From this figure, we can see that
algorithms NLM1 and NLM2 outperform algorithm snapshot
significantly, when the correlation threshold varies from 75%
to 95% with increment of 5%. The lifetime delivered by either
algorithm NLM1 or algorithm NLM2 is nearly three times as
long as that delivered by algorithm snapshot when corre-
lation threshold is 75%. The lifetime delivered by algorithm
NLM1 or algorithm NLM2 is still at least twice as long as
that delivered by algorithm snapshot when the correlation
threshold reaches 95%. In addition, we can see that with
various correlation thresholds, the performance of algorithm
NLM2 is generally better than that of algorithm NLM1. This
demonstrates that the exponent function based on the ratio
of energy utilization models the energy consumption more
precisely than the linear function of energy expiration. We then
increase the sensing range r, by 50% and evaluate the network
lifetime delivered by each algorithm. Fig. 2 indicates that
there is not any significant difference among the algorithms in
terms of the performance, compared with the case where the
sensing range r, is 1, i.e. the performance of algorithms NLM1
and NLM2 are still constantly better than that of algorithm
snapshot. We finally analyze the size of the representative
routing trees, delivered by various algorithms through varying
correlation thresholds. Fig. 3 implies that the tree delivered by
algorithm NLM1 or NLM2 uses a fewer number of nodes than
the one delivered by algorithm snapshot, when the corre-
lation threshold is ranged from 75% to 95% with increment
of 5%. The size of the representative routing tree delivered
by algorithm NLM2 is approximately 54% of that delivered
by algorithms snapshot when the correlation threshold 0
is 75%. From Fig. 3, we can see that the size difference
among the representative routing trees delivered by different
algorithms diminishes with the increase of the correlation
threshold. When 0 is 95%, although the size difference of
representative routing trees delivered by algorithms NLM2
and snapshot is around 33 only, the difference of network
lifetime derived from them is as much as 25,800 time units,
which can be seen from Fig. 1.

VI. CONCLUSIONS
In this paper, we considered the maximization problem

of network lifetime for answering a sequence of unknown

3- NLM2
NLM1

-0 snapshot

> 800 _

, 600 -

400 _

200 L075 0.8 0.85
Correlation threshold

0.9 0.95

Fig. 3. Comparison of sizes of representative routing trees with various
correlation thresholds when r, = 1.

aggregate queries. We approached the problem by finding a
series of nearly optimal representative routing trees for query
evaluation. We first showed that the optimal representative
routing tree problem is NP-Complete. We then presented
heuristic algorithms for finding such representative routing
trees. We finally conducted experiments by simulation to
evaluate the performance of the proposed algorithms against
an existing algorithm, in terms of network lifetime and
average size of representative routing trees. The experimental
results show that the proposed algorithms outperform the
existing one significantly.
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