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ABSTRACT
Prolonging network lifetime is one of the most important
design objectives in energy-constrained wireless sensor net-
works (WSNs). Using a mobile instead of a static base sta-
tion (BS) to reduce or alleviate the non-uniform energy con-
sumption among sensor nodes is an efficient mechanism to
prolong the network lifetime. In this paper, we deal with the
problem of prolonging network lifetime in data gathering by
employing a mobile BS. To achieve that, we devise a novel
clustering-based heuristic algorithm for finding a trajectory
of the mobile BS that strikes the trade-off between the traf-
fic load among sensor nodes and the tour time constraint of
the mobile BS. We also conduct experiments by simulations
to evaluate the performance of the proposed algorithm. The
experimental results show that the use of clustering in con-
junction with a mobile BS for data gathering can prolong
network lifetime significantly.

Keywords
Wireless sensor networks, Mobile base station, Network life-
time, Clustering.

1. INTRODUCTION
A sensor network consists of a large number of small de-

vices that have sensing, processing, and transmitting ca-
pabilities, that are powered by small batteries. Therefore
energy efficiency in the design of routing protocols for wire-
less sensor networks (WSNs) is of paramount importance.
Among different types of energy consumptions, a major por-
tion of energy expenditure is contributed to wireless commu-
nication. To reduce the communication energy consump-
tion, controlled mobility has been shown to be one promis-
ing approach [1][2][7]. For instance, a mobile base station
(BS) can roam a sensing field and gather data from sen-
sor nodes through short-range communications. The energy
consumption of each sensor node is reduced, since fewer re-
lays are needed for the sensor node to relay its message to
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the BS [14]. In contrast, the increased latency on data gath-
ering by employing mobile BSs represents a major perfor-
mance bottleneck in WSNs, because it takes the mobile BS
a while to tour a large sensing field, which may not meet
the stringent delay requirement imposed in some mission-
critical real-time applications. The slow speed of mobile BS
thus is a fundamental design constraint, the faster the mov-
ing speed, the higher the manufacturing cost of the mobile
BS, and the more energy the sensor nodes consume [14][10].

In a flat routing topology, sensor nodes near to the BS
consume much more energy than others, since they relay
packets for others. Due to the limitation imposed by the
flat routing topology structure, the hierarchical organiza-
tion of sensor nodes in the design of routing protocols is in-
troduced [12][15], in which sensor nodes are organized into
clusters and cluster heads relay aggregated results of sensing
data within clusters via the other cluster heads to the BS.
The essential operation in sensor clustering is to select a set
of cluster heads from all sensor nodes, and to cluster the re-
maining sensor nodes within the cluster heads. Each cluster
head is responsible for coordination of its sensor nodes. The
sensor nodes within a cluster transmit their sensing data to
the cluster head through multi-hop relays. A cluster head
finally performs data gathering on the received data and
forwards the aggregate result to the BS. Data gathering is
one of most frequent and fundamental operations in sensor
networks; the efficiency of implementing this operation in
some degree determines the network lifetime. In a static BS
environment, to perform data gathering using a routing tree
rooted at the static BS, each sensor node can aggregate the
received data from its children in order to transmit the same
volume of data, regardless of how much data it has received
from its child nodes. Though this scheme reduces the en-
ergy consumption of sensor nodes, one disadvantage of this
scheme is that it generally takes more time to gather data,
since the sensor nodes cannot transmit their results prior to
receiving all data from their children, which in turn incurs
a longer latency on data delivery.

In this paper, we consider data gathering under a mobile
BS environment subject to a specified tour delay time con-
straint of the mobile BS, by adopting a clustering-based ap-
proach. To reduce the energy consumption of a cluster head
to forward sensing data, the mobile BS roams the sensing
field and visits only the cluster heads to gather sensing data.
Therefore, the distribution of the cluster heads in the entire
network affects the load balance among the sensor nodes and
hence the network lifetime.
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The main contribution of this paper is the use of a mobile
BS for network lifetime improvement in data gathering. It
proposes a schema of clustering sensor nodes into clusters.
The heuristic algorithm for finding a trajectory of mobile
BS consisting of cluster heads meets the following criteria:
(i) the energy consumption among the sensor nodes within
any cluster is balanced; and (ii) the total traversal time
of the mobile BS on the trajectory is bounded by a given
value. It also has been shown that the use of clustering in
conjunction with the control mobility of the BS increases
the network lifetime significantly.

The rest of the paper is organized as follows. Section 2
reviews the related work. Section 3 introduces the system
model and problem definition. The process of cluster for-
mation, and finding on cluster heads and the trajectory of
the mobile BS are presented in Section 4. Section 5 and 6
present the simulation results and concludes the paper, re-
spectively.

2. RELATED WORK
Several studies have been conducted to balance the energy

consumption among sensor nodes by using mobile BSs [1, 2,
7, 9]. Zhao et al. [16] examined the problem of efficient
data delivery in sparse networks by optimizing both the
path and speed of a message ferry (a special mobile BS).
They used a controllably mobile BS to improve the perfor-
mance of data delivery, thereby reducing energy consump-
tion; then they extended their work using multiple message
ferries to minimize the data delivery delay by finding feasible
ferry routes [17]. This work is further extended to find the
ferry route where the sensor nodes are mobile rather than
static [13]. These studies all assumed that there are special
mobile BSs for facilitating the connectivity of sensor nodes.

Several other studies combine the mobile BS into a multi-
hop forwarding approach. Kansal et al. [6] performed an ex-
perimental evaluation for a small size of sensor network, as-
suming that a mobile BS moves back and forth on a straight
line (a fixed path). They employed a directed diffusion ap-
proach to gathering sensed data from the sensor nodes be-
yond the communication range of the mobile BS. This ap-
proach is further extended to the case where multiple mobile
BSs move on a line, and an algorithm for load balancing is
proposed in [5], assuming that the mobile sensor nodes fully
cover the entire area of the network. Luo and Hubaux [7]
proposed an analytical model to find a trajectory of the mo-
bile BS. They showed that the optimal tour of the mobile
BS is the perimeter of the sensing field, the average energy
consumption by this approach however is quite high, as sen-
sor nodes must communicate with the mobile BS through
multi-hop relays. Moreover, additional overhead is incurred
to maintain the routing topology since the BS changes its
route dynamically.

Ma and Yang [8] and Sugihara and Gupta [11] proposed
heuristics for finding routing paths for mobile BSs. In [8]
it has been assumed that the moving path of mobile BS
consists of a series of line segments. Sensor nodes close to
each line segment are organized into clusters. A specified
configuration is applied, where the mobile BS starts data
gathering from the left side of the path, moves towards the
right side, and comes back to the left side again. In [11]
it has been assumed that the BS can select the path and
change its speed under a predefined acceleration constraint
to achieve the minimum data delivery latency and minimize

the energy consumption of sensor nodes, and that each sen-
sor node transmits its data directly to the mobile BS only
when the mobile BS is within the communication range of
the sensor node. However, our research assumes that sen-
sor nodes send their sensing data to their cluster heads and
the cluster heads forward the sensing data to the mobile BS
when the mobile BS visits the cluster head.

Xing et al. [14] considered the data gathering problem un-
der the mobile BS environment by proposing a path selection
algorithm for the mobile BS. They proposed a rendezvous-
based data gathering approach, in which a subset of nodes
are chosen as rendezvous points. The role of these points is
to buffer and aggregate data originating from sensor nodes.
When the mobile BS arrives within the transmission ranges
of rendezvous points the data will be forwarded to the mo-
bile BS, and the tour of the BS is selected such that all the
sensing data to be gathered within a specified tour delay.

3. PRELIMINARIES

3.1 Network Model
We make the following assumptions about the network:

1. The transmission range of each sensor node r is fixed.

2. All sensor nodes have identical initial energy, and the
mobile BS replenishes its energy periodically; thus,
there is no energy concern with the mobile BS.

3. The speed of relaying a data packet is much faster
than the moving speed of a mobile BS. Thus, the total
delays in data gathering can be mapped into the max-
imum length of a BS tour. Assume that the length L
of the mobile BS tour is fixed, and the average speed
Vm of the mobile BS is constant. The maximum delay
time of the mobile BS from starting data collection to
return to the deposit point, is D = L/Vm. In addi-
tion, we assume that the relay time of a data packet
originating from the farthest sensor node to the center
of the sensing field area is less than the time 2r/Vm -
the duration of the BS moving within the transmission
range of a sensor node.

4. Sensor nodes are densely deployed in the monitored
region. Accordingly, the total energy consumed by
transmitting a data packet along a multi-hop path is
proportional to the length of the path.

5. The storage of a sensor node is limited, so that it can-
not buffer a large volume of data.

6. Sensor nodes and the mobile BS are assumed to be able
to know their own physical locations through GPS or
a location service in the network.

3.2 Problem Definition
This paper consider a data gathering application, such

as environmental monitoring, in which all the sensing data
must be delivered to the BS within a specified delay time.
Our optimization objective is to prolong the network lifetime
by minimizing the energy consumption of sensor nodes using
a mobile BS. Given a network with a mobile BS, assume that
the length L of BS tour is given, as is its speed Vm. The
problem is to find a tour for the mobile BS such that the
network lifetime is maximized.
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We propose that sensor nodes be organized into clusters
such that all the cluster heads can be visited by the mobile
BS, where the length of BS tour is no longer than L. The
location of the cluster head in its cluster is an essential fac-
tor to balance the energy consumption of the cluster sensor
nodes. In addition, cluster head location affects the length
of BS tour. The challenge of this problem is to find the opti-
mal locations of cluster heads by jointly considering the BS
tour and the network lifetime.

3.3 Clustering Based on Equal Area Partition
In order to achieve load balance among the cluster heads,

it is required to balance the number of sensor nodes among
the clusters, since each cluster head has to forward the data
packets within it to the mobile BS. Suppose that the sens-
ing field A is partitioned into k subareas A1, A2, ..., Ak for
a given k ≥ 1. Assume that the number of sensor nodes n
is randomly distributed in A. The sensor nodes in each Ai

form a cluster, 1 ≤ i ≤ k. Let p1, p2, ..., pk be the proba-
bilities of sensor nodes located at A1, A2, ..., Ak respectively.
The multinomial probability distribution can be used to rep-
resent the number of sensor nodes in each area as follows:

P (n1, n2, ..., nk) =
n!

n1!n2!...nk!
pn1
1 pn2

2 ...pnk
k , (1)

where n =
∑k

i=1 ni is the number of sensor nodes in the
network.

If N1, N2, ..., Nk have a multinomial distribution with pa-
rameters n and p1, p2, ..., pk, then the expected number of
sensor nodes within each cluster is E(Ni) = npi. To ob-
tain an equal number of sensor nodes in each cluster, we
have p1 = p2 = ... = pk, which cannot be achieved unless
A1 = A2 = ... = Ak, assuming that the density function of
sensor nodes in the sensing area is uniformly distributed.

4. ALGORITHM FOR FINDING THE ROUTE
OF MOBILE BS

4.1 Algorithm Overview
To determine the best possible locations for cluster heads

in order to maximize the network lifetime, two issues must
be considered. The first issue is how to cluster the sen-
sor nodes in the entire network such that (i) all the cluster
heads can be visited by a mobile BS and (ii) the length of
the BS tour is no greater than the given tour length L. The
second issue is the selection of cluster heads to balance the
energy consumption among sensor nodes within each cluster.
The cluster heads are the bottleneck of energy consumption,
since they have to forward the sensing data of sensor nodes
within it to the mobile BS. Thus, to maximize the network
lifetime, the energy consumption of cluster heads needs to
be balanced, which can be achieved by partitioning the en-
tire sensor field into equal subareas. To organize the sensor
nodes into clusters, each sensor node is assigned to the sub-
area in which it is located. Thus, the energy consumption
among the cluster heads will be balanced since the sensor
nodes are uniformly deployed in the sensing field. Next, it
is required to find the cluster heads by jointly considering
energy consumption of sensor nodes in the entire cluster and
the length of BS tour L. To balance the energy consumption
among sensor nodes, it is important to select the cluster head
such that any sensor node in a cluster is at most a certain

Figure 1: An example of clustering procedure, P0 is
the centroid location of sensing field, P1 and P2 are
the locations of two boundary sensor nodes, PV ∈
P1P2, and ACL is the cluster area.

number of hops away from its cluster head. Accordingly,
the sensor nodes near to the cluster center become the can-
didates for the cluster head, if the length of the BS tour is no
greater than L. In subsections 4.2- 4.4 we propose detailed
algorithm for the problem.

4.2 Clustering
The idea of clustering is to divide the sensing field area

into equal subareas by radial lines from the center of the
field area; therefore the sensor nodes on the boundary of the
sensing field area need to be determined. Graham’s scanning
algorithm is applied to find a set of the boundary sensor
nodes B for the convex polygon P of the sensing field. In
this polygon, each sensor node is either on the boundary or
inside of the polygon. The area of P can be calculated using
the locations of boundary sensor nodes (Xi, Yi), 1 ≤ i ≤
pn, where pn is the number of boundary sensor nodes and
(Xi, Yi) is the location of a boundary sensor node. Assume
the location of sensor node (Xpn+1, Ypn+1) is (X1, Y1). The
area AP and the centroid location (X0, Y0) of the polygon
can be found as follows [3]:

AP =
1

2

pn∑

i=1

(XiYi+1 −Xi+1Yi), (2)

X0 =
1

6AP

pn∑

i=1

(Xi + Xi+1)(XiYi+1 −Xi+1Yi), (3)

Y0 =
1

6AP

pn∑

i=1

(Yi + Yi+1)(XiYi+1 −Xi+1Yi). (4)

For a given number of clusters k, the sensing field area
is divided into equal subareas (cluster area) and the area
of each such subarea is ACL = Ap/k. The clustering pro-
cedure selects an arbitrary sensor node on the boundary B
as the starting point P1. It then selects the second sensor
node P2 on the boundary in anti-clockwise order. The area
bounded by P1, P2 and the centroid P0 is calculated, using
Equation (2). If this area is greater than ACL, this means
that the required area must be bounded by P0, P1 and an
intermediate point (a virtual sensor node) PV that lies on
the P1P2 line, as shown in Figure 1(a). Making use of ACL

and the locations of P0, P1 and P2, the location of PV is
calculated as follows:
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YV =
Y1 − Y0

X1 −X0
X0 + Y0 − Y1 − Y0

X1 −X0
X0, (5)

XV =
1

Y0
(X0YV − 2ACL). (6)

If the calculated subarea is less than the cluster area as
shown in Figure 1(b), a new sensor node on the boundary
of sensing field next to P2 needs to be added, and the area
has to be re-calculated. Ultimately, the sensor nodes of the
boundary of the k clusters are stored in BCL. The details
of clustering procedure are shown in Figure 2.

Input: k, AP , B, P0

Output: Set of boundary cluster sensor nodes BCL

Select an arbitrary sensor node P1 from B;
ACL = AP /k;
A = ACL store cluster area;
foreach cluster i, 1 ≤ i ≤ k do

Flag=False;
Put P0 and P1 as the boundary sensor nodes into
BCLi;
while not Flag do

Select sensor node P2 next to P1 in
anti-clockwise order;
if area(P0, P1, P2) ≥ A then

Calculate a virtual sensor node PV using
Eqs. (5) and (6);
Add PV as a boundary sensor node into
BCLi;
P1 = PV ;
A = ACL;
Flag=True;

else
A = A− area(P0, P1, P2);
Add sensor node P2 into BCLi;
P1 = P2;

end

end

end

Figure 2: The Clustering Procedure.

4.3 The Calculation of the Location of Virtual
Cluster Heads

What remains is to determine the candidates for cluster
heads. Recall that r is the transmission range of each sensor
node, there is a strong relationship between the Euclidean
distance d from the sender (a sensor node) to the receiver
(its cluster head) and the number of hops within distance
d. Each route from a sensor node to its cluster head must
meet [4]:

Number of hops in a shortest path ≥ d

r
. (7)

Most routing protocols use hop counting as one of the
route selection criteria. These protocols aim to minimize
the number of transmissions required to send a packet along
the selected path. In addition, if the network is a dense

network, then the minimum number of hops in the shortest
path approaches d/r.

To minimize the maximum number of hops between a
cluster head and its sensor nodes, the maximum distance
between them needs to be minimized. Accordingly, it is as-
sumed that the center of a cluster area is the best location of
the cluster head (referred to as a virtual cluster head VCH),
which balances the energy consumption among the sensor
nodes in the cluster. The locations of VCHs can be found
using Eqs. (2), (3) and (4). The tour length LC consisting
of VCHs can then be obtained. If Lc is less than L, these
VCHs will be considered, since the mobile BS can move back
and forth along the route; otherwise, the tour length must
be reduced through relocationing VCHs towards the center
of the sensing field area. To achieve a load balance among
cluster sensor nodes, the same amount of relocationing of
VCHs is employed. The reduction rate is the ratio of L to
the calculated tour LC . Simple geometric equations are de-
rived to find the new VCHs that satisfy the required tour
length constraint. Figure 3 and Figure 4 illustrate the proce-
dure for calculation of the location of VCHs and the concept
of relocationing VCHs using an example, respectively.

Input: L, k, ACL, BCL, P0(X0, Y0)
Output: Set of virtual cluster heads V CH(XV, Y V )

foreach cluster i, 1 ≤ i ≤ k do
Calculate cluster centroid point PCi(XC, Y C) using
Eqs (2), (3) and (4) with ACL and BCLi

parameters;
end
LC = Length of the tour connecting PC points;
if LC ≤ L then

V CHi = PCi, 1 ≤ i ≤ k ;
else

R = L/LC ;
foreach cluster i, 1 ≤ i ≤ k do

li = R
√

(XCi −X0)2 + (Y Ci − Y0)2;
θi = arctan(Y Ci/XCi);
XVi = li cos(θi);
Y Vi = li sin(θi);

end

end

Figure 3: The Procedure for Calculation of the Lo-
cation of Virtual Cluster Heads.

4.4 Finding Real Cluster Head Sensor Nodes
So far the locations of VCHs have been calculated. To

determine the real cluster heads and the tour consisting of
real cluster heads such that the length of the tour is no
greater than L, the nearest sensor nodes to each VCH are
the candidates for the corresponding real cluster head.

The mobile BS gathers the sensed data while it visits clus-
ter heads along the route. For each cluster, the term ‘real
segment’ RS is used to refer to the length of the segment of
the mobile BS tour that connects the sensor node within the
current cluster with its previous and next VCHs. We will
also refer to the segment as a ‘virtual segment’ VS, to the
length of the segment of the BS tour that connects the VCH
of the current cluster with the previous and next VCHs.
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Figure 4: An illustrative example of virtual clus-
ter heads calculation, for k = 5. Sensor nodes are
denoted by black circles. PCi, 1 ≤ i ≤ k are the loca-
tions of clusters area center points and V CHi, PCi,
1 ≤ i ≤ k are the virtual cluster heads. LC and L
are the BS tour length connecting PCi and V CHi,
respectively. L < LC .

The real and virtual segments are both used as references
in order to decide whether the candidate cluster head will
increase or decrease the total BS tour length. An example
of real and virtual segments is shown in Figure 5.

To find a set of real cluster heads to form a tour such
that the tour length is no greater than L, two sensor nodes
close to each VCH need to be found. One sensor node in-
creases the length of the tour while the other decreases it.
To achieve that, the sensor nodes in each cluster are sorted
in increasing order according to their distance from the cor-
responding VCH. Then, for the first sorted sensor node, the
real segment is calculated and compared with the virtual
segment. The sensor node is assumed to increase the length
of BS tour if the real segment is greater than the correspond-
ing virtual segment; otherwise, it decreases the length of the
tour. The checking will continue until the two candidate
cluster heads closest to the corresponding VCH are found.

Figure 5: An example shows real and virtual seg-
ments. Candidate cluster heads and VCHs are de-
noted by black circles and crosses, respectively. The
virtual segment for Pi is Li = L1 + L2, while the

real segments for P
′
i and P

′′
i are L

′
i = L

′
1 + L

′
2 and

L
′′
i = L

′′
1 + L

′′
2 , respectively. Li < L

′
i and Li > L

′′
i .

If a candidate cluster head that decreases the length of the
tour cannot be found, the candidate cluster head that in-
creases the tour length is elected as a real cluster head. The
details of finding two candidate cluster heads for each VCH
are shown in Figure 6.

Input: VCH, k, L
Output: Set of real cluster heads R

Initiate status flag to unfinish for k clusters,
FCLi =False, 1 ≤ i ≤ k;
Initiate real cluster head Ri = V CHi, 1 ≤ i ≤ k;
foreach cluster i in k do

Set a flag for each candidate cluster head, FI=False;
FD=False;
V Si=length of virtual segment connecting V CHi

with V CHi−1 and V CHi+1;
SN=Set of increasing sort of all cluster sensor nodes
in i-th cluster according to its distance to V CHi;
while not FI and not FD do

if SN is not empty then
Pick a node n from SN;
RSi=length of real segment connecting n
with V CHi−1 and V CHi+1;
if RSi ≥ V Si then

if FI=False then
Add node n into NIi set;
Store ∆LIi = RSi − V Si;
FI=True;

end

else
if FD=False then

Add node n into NDi set;
Store ∆LIi = RSi − V Si;
FD=True;

end

end

else
Ri = NIi;
FCLi = True;

end

end

end

Figure 6: Finding Two Candidate Cluster Heads for
Each Virtual Cluster Head- Finding Real Cluster
Head Procedure.

The election of real cluster heads proceeds in two phases.
In Phase I, the closest candidate cluster head to the corre-
sponding VCH is elected as a real cluster head, if the length
of its real segment is less than the corresponding virtual seg-
ment. Thus, all not-chosen candidate cluster heads closest
to their VCHs have a real segment greater than the corre-
sponding virtual segment. What follows is to search for a
real cluster head that has not yet been elected, so that the
length of the connected segments is no greater than L. The
connected segments are calculated using the candidate clus-
ter head, the elected cluster heads which are obtained so far,
and the VCHs of the remaining unelected cluster heads. To
find such a cluster head, the candidate cluster heads closest
to the VCH of the remaining clusters are sorted in increasing
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foreach unfinished cluster i in FCL do
if ∆LIi >| ∆LDi | then

Ri = NDi;
FCLi=True;

end

end
SN=Set of increasing sort order of candidate cluster
heads in NIi for the unfinished clusters according to
length ∆LIi;
foreach unfinished cluster i in FCL do

Pick a candidate cluster head C from SN ;
Li=Length of the BS segments connecting real
cluster heads in R by using C instead of Ri;
if Li < L then

Ri = C;
FCLi=True;

else
exit loop;

end

end

Figure 7: Phase I of Finding Real Cluster Heads
Procedure.

foreach unfinished cluster i in FCL do
Ri = NDi;

end
foreach unfinished clusters i in FCL do

SN=Set of increasing sort order of candidate cluster
heads in NIi according to its distance to the
corresponding V CHi;
Pick a candidate cluster head C from SN ;
Li=Length of BS tour segments connecting real
cluster heads in R using C instead of Ri;
if Li < L then

Ri = C;
FCLi=True;

else
exit loop;

end

end
Set FCL=True for all unfinished clusters;

Figure 8: Phase II of Finding Real Cluster Heads
Procedure.

order according to the difference in length between real and
virtual segments (V S −RS). For the first candidate cluster
head, the total length of the BS tour is calculated. If it is
less than L, the candidate cluster head is elected as the real
cluster head. For the next candidate cluster head, the total
BS tour length is calculated, having taken into account the
election of the previous one. Phase I will terminate once it
finds a candidate cluster head with the corresponding length
of BS tour greater than L. Ultimately, all the remaining can-
didate cluster heads that are closest to the VCH have RS
greater than VS. The details of Phase I are shown in Fig-
ure 7. Phase II initially assumes that the remaining candi-
date cluster heads with RS less than VS are elected as the
real cluster heads; therefore the length of BS tour is less
than L. But it is possible to find a real cluster head closest

to the VCH, with RS greater than VS and the total BS tour
is less than L. To find such a cluster head, the candidate
cluster heads that have not been elected from Phase I are
sorted in increasing order of distance from their correspond-
ing VCHs. For the first candidate cluster head, the total
length of BS tour is calculated, using the real cluster head
elected from Phase I, in addition to the initial elected cluster
head from Phase II after changing the initial elected cluster
head with the corresponding candidate cluster head. If the
length of the BS tour is less than L, the candidate cluster
head is finalized and elected as the real cluster head. For the
next candidate cluster head, the length of BS tour is calcu-
lated by taking into account the election of the previous one,
and so on. Ultimately, all the initially elected cluster heads
are finalized and elected as the real cluster heads. Figure 8
and Figure 9 show the details of Phase II and an example,
respectively.

Figure 9: An execution example of finding real clus-
ter heads, k = 5. (a) Finding two candidate cluster
heads for each cluster, one with RSi ≥ V Si and the
other with RSi < V Si, 1 ≤ i ≤ k. (b) After the exe-
cution of Phase I, sensor nodes a4 and a5 are elected
as real cluster heads since they are closest to V CH4,
V CH5 and RS4 < V S4, RS5 < V S5, respectively. (c)
Then, sensor node b1 is elected as real cluster head
since it is closest to V CH1 and Lc ≤ L. (d) After
the execution of Phase II, sensor nodes a2 and a3

are initially elected as real cluster heads, then a3 is
changed with b3 as real cluster head since it is clos-
est to V CH3 and LC2 ≤ L, b2 is not elected as real
cluster head since the corresponding BS tour length
is greater than L.

4.5 Maximizing Expected Network Lifetime
All non-cluster head sensor nodes send their data to their
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Figure 10: Network lifetime as it varies with the
number of network sensor nodes, for static and mo-
bile BSs with different k.

corresponding cluster heads. The cluster heads forward the
data to the mobile BS when the BS visits the clusters; thus
the cluster heads are the bottleneck of the network. Recall
that EI is the sensor node initial energy, if Ep is the average
amount of energy required to transmit one packet, and D
is the time required for the BS to gather data from sensor
nodes in one round, then the expected network lifetime is

E(Lifetime) =
kEID

nEp
, (8)

where Equation (8) represents the maximum network life-
time that can be achieved when the n sensor nodes are evenly
distributed in k clusters.

5. PERFORMANCE EVALUATION
In this section we evaluate the performance of the pro-

posed algorithm through simulations with Matlab, assuming
that the effect of the MAC layer is ignored.

We assume that sensor nodes in the network are randomly
deployed within a 600 × 600 unit square with uniform dis-
tribution. Each sensor node has a transmission range of
r = 100 unit and the initial energy of EI unit. All data
packets have a fixed length and take EP unit energy per
packet. DI is defined as the time required for the mobile BS
to take a tour with length equal to a half of the perimeter
of the sensing field. The speed of the mobile BS is assumed
v = 1 velocity unit. For each instance of deployment, the
network lifetime, the percentage of the difference in energy
consumption among the cluster heads, the maximum energy
consumption of neighboring sensor nodes to cluster head and
the maximum number of routing hops from a sensor node
to the mobile BS are calculated. The result is the average
over 100 instances for each set of network nodes.

Figure 10 shows the network lifetime delivered by using
the mobile BS compared with the static BS, assuming that
the static BS is located at the centroid of the sensing field
area. Breadth First Search (BFS) algorithm is used to find
a routing tree rooted at the BS. In the static BS, the BS
neighboring sensor nodes consume more energy than any
other sensor nodes in the network since they have to re-
lay the packets received from child sensor nodes to the BS,
while in the mobile BS, the cluster heads consume more
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Figure 11: The minimum and maximum energy con-
sumption differences among the cluster heads as the
number of network sensor nodes are varied.

energy than the other sensor nodes in the network. The
network lifetime using the static BS is compared with the
theoretical and simulated network lifetime of the mobile BS
with different number of clusters. The expected network life-
time, as described by Equation (8), is used to represent the
maximum network lifetime that can be achieved for a given
number of clusters and sensor nodes. The result shows that
the network lifetime decreases as the number of sensor nodes
increases. This makes sense since that increases the number
of packets need to be forwarded to the BS. The result also
shows that the network lifetime is longer for the static BS
than that for the mobile BS when the number of clusters
is k = 4 and k = 6. This is expected because the num-
ber of neighboring sensor nodes of the BS is larger than the
number of cluster heads. Therefore, the maximum number
of data packets that the cluster heads require to forward is
higher than that the neighboring sensor nodes of the BS re-
quired to forward. It can also seen that as the number of
nodes increases, the difference between the theoretical and
simulation network lifetime decreases. The reason for this
decrease is that the distribution of nodes in the clusters area
becomes more uniform, with the increases in the number of
sensor nodes. That means the number of packets the cluster
heads need to forward become more balanced. Therefore,
the simulated network lifetime tends to reach the theoreti-
cal expected network lifetime.

To evaluate the balanced energy consumption among the
cluster heads, we need to calculate the percentage differ-
ence in energy consumption among the cluster heads, by
calculating the ratio of the difference in cluster head energy
consumption to the average energy consumption, as shown
in Figure 11. The result shows that the load on the cluster
heads becomes more balanced as the number of sensor nodes
increases and tends to reach the ideal case when the number
of sensor nodes in each cluster is equal.

To study the effect of the data gathering delay on the
cluster sensor nodes load balance, the energy consumption
for neighboring sensor nodes of a cluster head is calculated
as shown in Figure 12. The BFS algorithm is used again
to find the routing tree for each cluster where the cluster
head is the root of the tree. The curves in Figure 12 show
that the energy consumption increases, with the decrease in
the end-to-end data gathering delay due to the decreasing
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Figure 12: The minimum cluster head neighboring
sensor nodes energy consumption as the number of
network sensor nodes are varied, for various data
gathering delay.

200 250 300 350 400 450 500 550 600
0

1

2

3

4

5

6

7

Number of Nodes

M
ax

. N
um

be
r 

of
 H

op
s 

 

 

D=0.2*D
I

D=0.4*D
I

D=0.7*D
I

D=1*D
I

Static BS

Figure 13: The maximum number of hops as it varies
with the number of network sensor nodes, for static
and mobile BSs.

length of BS tour towards the centroid of the sensing field
area. Therefore, it leads to an increase in the number of sen-
sor nodes, that the neighboring sensor nodes are responsible
for forwarding their data packets to the cluster head. It is
also shown that the energy consumption increases, with the
increase in the number of network nodes.

Figure 13 illustrates the number of relay hops for the sens-
ing data to reach the BS. To find the maximum number
of hops, we have to consider the number of hops of sensor
nodes located near the border of the cluster area for the
mobile BS case, while the sensor nodes near the border of
the entire sensing area are considered for the static BS case.
The maximum number of hops increases with the decrease
in data gathering delay for the mobile BS, since that in-
creases the distance between a sensor node and its cluster
head. The result shows that the maximum number of hops
is still less than that for the static BS. Nevertheless, it also
shows that the number of sensor nodes has a small effect on
the maximum route length, due to the fact that the maxi-
mum number of hops is equal to the length of the shortest
path, since the density of the sensor nodes in the network is
high.

6. CONCLUSION
In this paper we dealt with the problem of data gathering

in the mobile BS environment subject to the sensing data
needed to be gathered at a specified delay. We presented a
clustering-based heuristic algorithm to balance the energy
consumption among sensor nodes. The proposed algorithm
allows the BS to visit all cluster heads within a specified
delay. Simulation is performed to evaluate the performance
of the proposed algorithm against the static BS case and
to evaluate the distribution of energy consumption among
the cluster heads. The result has shown that, when incor-
porated with clustering, the use of clustering with a mobile
BS increases the network lifetime significantly. Furthermore,
the proposed solution for finding cluster heads results in a
uniform balance of energy depletion among cluster heads.
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