“Moving to the centre”: A gaze-driven remote camera control for teleoperation

Dingyun Zhu a,b,⁎, Tom Gedeon b,1, Ken Taylor a,2

⁎ Information and Communication Technologies (ICT) Centre, Commonwealth Scientific and Industrial Research Organisation (CSIRO), Acton, Canberra, ACT 0200, Australia
1 School of Computer Science, College of Engineering and Computer Science, The Australian National University, Canberra, ACT 0200, Australia

Abstract

In general, conventional control interfaces such as joysticks, switches, and wheels are predominantly used in teleoperation. However, operators normally have to control multiple complex devices simultaneously. For example, controlling a rock breaker and a remote camera at the same time in mining teleoperation. This overloads the operator’s control capability of using hands, increases workload and reduces productivity.

We present a novel gaze-driven remote camera control with an implemented prototype, which follows a simple and natural design principle: “Whatever you look at on the screen, it moves to the centre!”.

A user study of modeled hands-busy experiment has been conducted, comparing the performance of using gaze-driven control and traditional joystick control through both objective measures and subjective measures. The experimental results clearly show the gaze-driven control significantly outperformed the conventional joystick control.

© 2010 Elsevier B.V. All rights reserved.

1. Introduction

Teleoperation has been widely applied in a variety of situations, ranging from space exploration, inspection, robotic navigation, surveillance, underwater operations, and rescue activities. It has the promises and advantages of being able to provide replaceable surrogates for humans in hazardous or difficult working environments over long distances, potentially improving productivity and reducing costs. Regardless of whether the remote machine or robot is manually controlled by an operator, or semiautonomous, or even fully autonomous for some specific tasks, human observation, intervention, and supervision still play integral roles in these teleoperated systems (Hughes and Lewis, 2004).

Several types of user interfaces for different teleoperation settings have been characterized in Fong and Thorpe (2001), but the observations still indicate that directly controlling a robot while watching a video feed from the remote camera(s) remains the most common interaction form in teleoperation. Therefore, in most teleoperation settings, an operator’s basic perceptual link to the remote environment is usually through a live video stream from a remote camera as the realistic foundation of situational awareness for the entire teleoperation activity.

In practice, operators often have to control multiple devices simultaneously to complete operational tasks, for example, controlling a mechanical robot and the motion of a remote camera at the same time. Using conventional control interfaces, such as joysticks, wheels, mouse and keyboard, will result in frequently switching hands and attention between different control interfaces. This will distract the operator from concentrating on the control task, reduce the productivity of the entire process, increase both workload and the number of avoidable operational mistakes.

In this paper, we particularly address this hands-busy problem in a situation where an operator is controlling one or more remote cameras while carrying out other teleoperation tasks. Instead of using conventional control interfaces and switching an operator’s attention between tasks, we present a novel design where we use human eye gaze as an alternative input for the remote camera control using computer vision based eye-tracking technology. With the user evaluation of a modeled hands-busy experiment for an implemented prototype system, we demonstrate the effectiveness of using our gaze-driven remote camera control for resolving this common problem in teleoperation settings through both objective (performance) measures and subjective (user preference) measures.

2. Background: remote rock breaking in mining teleoperation

We consider the development of a tele-robotic control system to a giant mining equipment for rock breaking (Duff et al., 2009) as an example application of our research scenario.

As shown in Fig. 1, the rock breaker on the mine site is a serial link manipulator arm with a large hydraulic hammer at the tip to
break oversized rocks. The arm is installed at a Run of Mine (ROM) bin, where a number of horizontal bars (referred to as a grizzly) are fitted at the bottom in order to prevent oversized rocks from entering the crusher below (see Fig. 2).

The actual remote rock breaking process is shown in Fig. 3. Instead of making an operator stand next to the bin, using a line-of-sight control to manipulate the rock breaker arm, the new remote setting allows the operator to have a desktop based teleoperation environment and live videos as the visual feedback.

On the remote mine site, a number of haul trucks with ore from a nearby quarry are queueing to dump their load into the bin. The operator is required to break those oversized rocks stuck on the grizzly by operating a two-handed joystick controller. The operator has limited time to break the rocks, as trucks arrive at short intervals (about 90 s). Since dumping a load raises a large cloud of dust, a water spray is used to settle the dust, which requires about 30 s to make the operator have a clear vision of the bin. Therefore, the operator only has about 60 s to move the arm from its rest position, place it carefully onto a rock, break it by firing the jackhammer, and return the arm to the rest before next truck arrives.

When the operator is trying to break a rock, it is indispensable for them to have a close view (camera zoom-in view) of the target so that detailed information can be obtained to specify the spot on the rock for positioning the tip and firing the jackhammer. Otherwise, difficulties of positioning the tip on a proper spot of the rock would happen and slow the entire process, which could also result in avoidable operation mistakes. One serious issue of not having a zoom-in view in the tip positioning step is the arm would be bouncing on the rock and easily get damaged after firing the jackhammer, if there was even a small gap between the tip and the surface of the rock. We verified the need for close in zoom by discussion with an experienced rock breaker operator.

It is practically impossible to mount the remote camera on the arm to couple the camera motion to the control of the remote robot like most telerobotic or vehicle settings for reducing the control complexity, as the camera would be easily damaged when the jackhammer on the tip is being fired to break a rock. Therefore, the remote camera is actually installed on the side of the bin with a zoomed-in view transferring the live video back to the operator. The operator has to use another joystick controller to control the camera motion for adjusting the view of the target rock in order to complete the breaking spot inspection process then move on to the rock breaker arm control. This turns out to be a typical hands-busy problem that requires operators to switch hands quite often between different control interfaces.

In fact, a tip-tracking approach (Duff et al., 2009) has been introduced as a possible solution for this problem, which makes the remote camera always follow the tip by processing the position data from the sensor devices installed on the rock breaker arm and the corresponding locations around the bin. However, due to the unavoidable noise from the sensors working in the harsh mining environment, the camera motion can not precisely track the tip, especially when moving the arm from the rest position or returning it. This affects the operator to acquire insufficient visual feedback from the video stream as the remote camera may be inaccurately pointing at the spot that they expect to view.

In the evaluation section we will describe our experimental setting as motivated by the properties of this example real world setting.

3. Related work

Hainsworth (2001) has briefly discussed the requirements for user interfaces for teleoperation of mining vehicles and systems with the demonstrations of two teleoperated mining systems. It is clear that conventional user interfaces such as joysticks, switches, and wheels, are still the major control elements used in mining teleoperation. They are relatively simple, sophisticated, allowing teleoperation to be a viable and profitable technique, which satisfy the basic client requirements for mining systems of robustness and reliability. However, ease of use, productivity, hands-busy problem and frequently switching attention between tasks could be improved.

3.1. Remote camera control in teleoperation

Particularly for remote camera control, several alternative approaches have been developed. For example, Cohen et al. (1996)
proposed the possibility of using a set of circular oscillatory hand gestures to control a remote camera’s pan and tilt motion. In addition, due to the wide popularity of the Nintendo Wii in recent years as well as its advantage of low cost, another Pan-Tilt-Zoom (PTZ) camera control system using a Wii remote and a set of infrared sensors has also been described in Goh et al. (2008). For these types of approaches, the basic intention is trying to provide more interactive or natural ways for the traditional remote camera control by alternative inputs, such as gestures. Nevertheless, they still require users to use attention and hands to operate.

In addition, head tracking has become another popular form for human computer interaction. Recent work includes exploring head tracking as an augmented input in video games in order to enhance presence, role-playing and user control (Wang et al., 2006) and controlling PTZ camera with head tracking for video chat (Yamaguchi et al., 2009). In Zhu et al. (2009), describe two different types of head tracking control techniques for the remote camera control to solve the hands-busy problem in teleoperation settings. From the results of a modeled user study where they compared the performance of using these two head tracking controls to a traditional keyboard control, they showed that head motion control was able to provide a comparable performance to the traditional keyboard control.

However, it is clear that the basic motivation of using head tracking either for virtual viewpoint control or for real camera control is to enhance the enjoyment or engagement for the user interaction rather than productivity or performance. Moreover, compared to other alternative input modalities for remote camera control (e.g. eye tracking), head tracking requires more physical effort and may not be suitable for long-time continuous control (Zhu et al., 2010). People do not normally move their head side to side and so on in the manner which would be required for remote camera control for many hours a day. This may create occupational health and safety issues. Moving the eyes in a natural manner for many hours should not have these issues, as it is nearly fatigue-free (Saito, 1992).

3.2. Gaze-based interaction and control

As part of human’s natural interaction ability, eye gaze has been recognized as an augmented input medium or control modality in “advanced user interfaces” (Jacob, 1991). A summary of the compelling reasons, advantages and motivations to design gaze-based user interfaces for pointing or control has been explicitly described in Zhai et al. (1999):

1. It can be an effective solution for situations that prohibit the use of the hands, for example, when the user’s hands are disabled (quadriplegic) or continuously occupied with other tasks (such as the hands-busy problem in the rock breaking task).
2. Increasing the speed of user input, as clearly the eye can move more quickly in comparison to other input mediums.
3. Reducing workload, repetitive stress, fatigue (nearly fatigue-free interaction (Saito, 1992)) and potential injury caused by physically operating other devices.

Therefore, numerous approaches, techniques, applications and systems using gaze-based interaction have been proposed and developed for various situations in the field of human–computer interaction (HCI). For instance, Jacob (1991) investigated the usefulness of eye movements as a fast and auxiliary input mode with the introduction of several fundamental gaze-based interaction techniques, such as Object Selection, Continuous Attribute Display, Moving an Object, Eye-Controlled Scrolling Text, Menu Command and Listener Window. Zhai et al. (1999) presented the MAGIC pointing technique. In this approach, the cursor is automatically warped to the vicinity region of the target where the user is staring and
then they can use an additional pointing device like a mouse to manually finish the target confirmation or selection.

In addition, in order to resolve the “Midas Touch” (Jacob, 1991) problem in gaze-based interaction, Kumar et al. (2007) recently proposed a practical technique using the combination of eye gaze and keyboard triggers with a fluid look-press-look-release action, called EyePoint. Also, another recent approach of using modes to enable different types of mouse behavior to be emulated with gaze and by using gestures to switch between these modes, called Snap Clutch, has been introduced in Istance et al. (2008).

Apart from these studies on the traditional pointing and selection, there have been a variety of other attempts to integrate eye gaze into the user interface design for different interactive models. Tanriverdi and Jacob (2000) presented an interaction technique that focused on combining features of eye movements and non-command based interactions particularly in virtual environments. It uses a histogram that represents the accumulation of eye fixations on each possible target object in the VR environment, which is also used to provide a profile of the user’s “recent interest” in the various displayed objects. Similarly, there have been studies of integrating gaze-based interaction for video game control (Smith and Graham, 2006). Gedeon et al. (2008) introduced a way of using eye gaze as an alternative type of user intention for leading a group of virtual agents to accomplish cooperative tasks in a simulated game-like environment. Isokoski et al. (2007) reported another experiment on use of eye tracker with a gamepad in first person shooter (FPS) games, where they compared three control conditions: (1) a traditionally used gamepad controller, (2) the combination of a gamepad controlled moving and aiming with gaze, and (3) the gamepad controller used only for moving forward and both the aiming of the weapon and steering of the movement were done by gaze. There were not significant advantages for eye operated control according to the results, but they confirmed that eye tracker input can compete in killing efficiency with gamepad input in FPS games, which could be an effective approach to minimize the use of hand controls in FPS gaming.

Furthermore, gaze-based interaction has also been used to develop specific applications for controlling real-world devices. In the late 1990s, Yanco (1998) developed a prototype robotic wheelchair system with an eye-tracking based control interface. This system allows the user to drive a wheelchair by simply looking at a set of on-screen buttons, mouse pointing, low-cost webcam eye tracker and two commercial eye-tracking systems which could be remotely driven by a gaze-controlled interface. In the experiment, they investigated five different control inputs (on-screen buttons, mouse pointing, low-cost webcam eye tracker and two commercial eye-tracking systems) for driving the robot on a racing track. From the results, they found gaze control was similar to mouse control, which provides clear evidence that robots or vehicles can be controlled “hands-free” through gaze.

We chose eye tracking as we needed a control method which could be used for many hours a day in hands-busy and attention switch situations. The control method should therefore be natural to use for many hours to avoid physical harm to the user. People naturally move their eyes all the time and eye gaze is a natural signalling technique between humans (Kobayashi and Kohshima, 2001). Whether eye gaze is suitable for this task is part of our investigation.

4. Design of gaze-driven remote camera control

In this section, we describe the design of our gaze-driven remote camera control in detail. The basic input data for this approach is the real-time raw gaze coordinate value on the screen $P_i(x_i, y_i)$. After filtering the raw gaze points into fixations, we apply the “rate control” mapping with a linear function gain to specify the moving angle (CAMangle\_current) and the velocity (CAMvelocity\_current) for the remote camera to carry out corresponding pan (CAM\_velocity\_current\_pan) and tilt (CAM\_velocity\_current\_tilt) functions. This approach follows a simple and natural design principle: “whatever the user looks at on the screen, it moves to the center.” which is similar to the “self-centering mechanism” in the “rate control”.

Since human raw gaze points are inherently noisy (Yarbus, 1967), they are not suitable for direct application (Jacob, 1991). Two main forms of eye gaze are fixations and saccades. Fixations occur when a subject’s eye gaze pauses over informative regions of interest and saccades represent rapid gaze movements between points. For using gaze information as a form of real-time input to control a camera, it is more suitable to use fixations as smoothed data rather than noisy raw points to avoid jerky camera movements.

We used a modified version of the Velocity-Threshold Identification (I-VT) fixation detection algorithm (Salvucci and Goldberg, 2000) to filter the raw gaze points from the eye tracker in real-time into fixations, as this method is straightforward to implement, runs very efficiently, and can easily run in real-time. Instead of setting a velocity threshold, a gaze movement threshold was used in the modified version, in which two gaze points separated by a Euclidean Distance of more than a pre-defined value are labeled as a saccade. This is because the time for receiving each gaze point is the same, therefore it is not necessary to further calculate the velocity for each point as the distance value can be directly used. In the default implementation, we chose a distance threshold of 1° of visual angle.

We can break down the entire process into the following major steps (see Fig. 4):

1. Processing the raw gaze data using I-VT algorithm to filter the noisy points (saccades), recognize the gaze fixation $P_n(x_n, y_n)$ by calculating the centroid of the group of non-noisy points (Salvucci and Goldberg, 2000): $P_c(x_1, y_1), P_c(x_2, y_2), \ldots, P_c(x_n, y_n)$.

   \[
   \begin{align*}
   x_n &= \frac{\sum x_i}{n} \\
   y_n &= \frac{\sum y_i}{n}
   \end{align*}
   \]  

   Fixations are usually in the range of 200–400 ms (Salvucci and Goldberg, 2000), so we used 200 ms as the time interval in our default implementation, which resulted in approximately 12 gaze points per round as the eye tracker we used is able to provide a 60 Hz tracking frequency. The value of $n$ is the number of gaze points in the fixation category after filtering out the saccade points.

2. Calculating the distance $d$ and the angle $\theta$ between the current fixation position $P_n(x_n, y_n)$ and the centre of the screen $C_o(x_0, y_0)$.

   \[
   d = \sqrt{(x_n - x_0)^2 + (y_n - y_0)^2} \\
   \theta = \tan^{-1}\left(\frac{y_n - y_0}{x_n - x_0}\right)
   \]  

3. If the current fixation $P_n$ is in the central area $C_0$ ($r_0$ represents the radius of $C_0$):

   \[
   d < r_0
   \]  

   the camera will remain at the current position.

   If the current fixation $P_n$ is out of the central area $C_0$, the camera will start moving along the angle $\text{CAMangle}_{\text{current}}$ with its velocity $\text{CAMvelocity}_{\text{current}}$:

   \[
   \begin{align*}
   \text{CAMangle}_{\text{current}} &= \theta \\
   \text{CAMvelocity}_{\text{current}} &= FG \cdot \text{CAMvelocity}_{\text{max}} \\
   FG &= \frac{d}{r_0}
   \end{align*}
   \]
where \( \text{CAM}_{\text{velocity, max}} \) represents the maximum velocity of the camera. In our default implementation, \( \text{CAM}_{\text{velocity, max}} = 30^\circ/s \); \( FG \) is a linear function gain calculated as a ratio between the distance of the current fixation to the centre \( d \) and the maximal distance on the screen to the centre \( D \). It is used to translate the ratio to the corresponding camera velocity proportionally, which means the further you look at from the centre, the faster the camera moves towards the centre.

4. The corresponding camera velocity on both pan \( \text{CAM}_{\text{velocity, current, pan}} \) and tilt \( \text{CAM}_{\text{velocity, current, tilt}} \) directions are calculated as follow:

\[
\begin{align*}
\text{CAM}_{\text{velocity, current, pan}} &= \text{CAM}_{\text{velocity, current}} \cdot \cos \theta \\
\text{CAM}_{\text{velocity, current, tilt}} &= \text{CAM}_{\text{velocity, current}} \cdot \sin \theta
\end{align*}
\]

The camera motion will keep following the user's current fixation direction, if its position is not in the centre area of the screen. The overview of the entire process is that wherever the user focuses their visual attention in the video stream, the camera will always bring that to the centre of the screen. Therefore, the user will not feel that they are actually performing much "deliberate control" of the camera movements.

5. Prototype implementation

The prototype system contains two major parts: the user end and the remote camera site, in between can be a standard network connection. The overall system structure is illustrated in Fig. 5.

At the user end, we integrated the FaceLAB\(^3\) (V4.5) eye-tracking system (laptop version) into our prototype, which provides the real-time gaze tracking at a 60 Hz frequency without the use of markers. This avoids the need to make the user wear any specialized devices, offering comfort and flexibility. Head mounted trackers can provide more accuracy and a higher tracking frequency but they are not comfortable to wear for long.

We used a Dell Precision Work Station with standard Window XP operating system installed as the main PC. The FaceLAB eye tracker was connected to the main PC through a local network for transferring the real-time raw gaze data. The FaceLAB Client Tools SDK was installed on the main PC, called by the gaze-driven camera control code for receiving the raw data from the local network. The control code translates the raw gaze data into corresponding camera control commands as we explained in the previous section, and sends the real-time commands to the remote camera through the external network. The laptop-based eye tracker shared the user screen for eye tracking on the main PC, as the user would only be watching the video stream from the remote camera on the user screen. The gaze-driven camera control code and other relevant software integrations were all implemented in Visual C++.

On the remote site, we used the Pelco ES30C\(^4\) (the same mode of camera has been used in the real rock breaking setting) as the remote camera to be controlled in the prototype system with the capability to perform pan and tilt functions simultaneously. It was connected to the user end through an external network, transferring the live video stream back to the user and also receiving the control commands to carry out the relevant camera movements. The camera is able to provide 360° continuous pan rotation and a tilt range of -33° to 83° from horizontal.

Both gaze data processing and camera operation happen simultaneously as everything is being operated in real-time, i.e. the system does not operate the camera control on an iterative detect-gaze and move-camera process which would result in jerky movements for the camera. The camera motion is not able to match the original gaze tracking frequency. Therefore, fixations are used as smoothed inputs to synchronize the frequencies of sending and receiving control commands for the camera. Apart from the introduced 200 ms time interval for detecting each fixation, adding camera operation latency and network data transferring delay, the entire latency for the system is less than 250 ms, which has proved to be fairly tolerable in the user evaluation.

6. Evaluation

We wished to investigate how well the gaze-driven camera control could perform in a model of a real-world hands-busy setting in comparison to the conventional control. Therefore, we implemented a joystick based camera control as an example of a conventional control interface in teleoperation by using a standard Logitech wireless gamepad.

For the joystick control, the user can control the remote camera motion by pushing the left joystick on the gamepad. The camera

\(^3\) http://www.seeingmachines.com/product/facelab/.

\(^4\) http://www.pelco.com/products/.

---

**Fig. 4.** Design of gaze-driven remote camera control.
moves along the same angle as the user moves the joystick, and it will stop its movement if the user releases the joystick.

6.1. A modeled hands–busy task using functional physical modeling

We had very limited access to the real rock breaker equipment, so we used the concept of functional physical modeling for our experimental task design, by which we could model many of the properties of the example setting by using another physical model. Our goal is improving teleoperation camera control, which is motivated by an example real world setting of the rock breaker. We designed our experimental setting to be similar in its key properties to improve the likelihood that our results can later be implemented in such real world settings.

A functional physical model (Gedeon and Zhu, 2010) is defined as a set of equipment that has been designed to reproduce some specific properties of another setting in a real-world context for the purpose of evaluation. Generally, such a model would be appropriate for cases where any specific property is difficult to measure within the original setting, or there exists difficulties in access to either the original equipment or the real operators or even both, or some other unavoidable impediments to reproduce experiments with the original setting.

After extracting the rock breaking properties which may affect performance and productivity in that task, we decided to model this hands–busy setting by using a physical game analogue: playing a re-designed foosball game with two handles. We recruited university students as experimental subjects. We chose to construct our functional physical model primarily on such a game based task because it was the only way to make it a single-player game, one pair of handles on one side have been removed from the table, and the right side goal was blocked by a sloping surface to return the ball.

1. In order to make it a single-player game, one pair of handles on one side have been removed from the table, and the right side goal was blocked by a sloping surface to return the ball.
2. A pair of plastic wheels with metal weights mounted were attached on the end of the other two handles to make them self-centered generally analogous to the joystick control mechanism. Both the wheels and joysticks will self centre when the hands are removed.
3. The table surface has been modified to be contoured with specific channels by constructing various shapes of ridges so that if the user kicks the ball “too hard”, it will tend to roll back; while the user kicks the ball “just right”, it will roll towards the goal. The table also slightly slopes, away from the goal, so that kicks which are “too soft” will roll back to a rest position.
4. The sloping surface under the middle man on the left is quite slight. Thus it is rare for the ball to stop there. The left and right stopping spots for the ball are positioned differently, the left ones being closer together.

As to the actual experimental setting (see Fig. 7), we used a standard 19” monitor as the major user screen with a resolution
In order to match this condition, we set the camera zoom to a level to only have a partial view of the field in our experiment (see (3) in Fig. 7), leaving the camera pan and tilt controls on the remote camera to find the spot for breaking. As we mentioned in the introduction, when the operator is performing the rock breaking operation, they actually only focus on a very small region of the whole bin, which is mostly the area of a rock on which the operator is trying to specify the spot for breaking by moving the robot arm and firing the jackhammer on the tip. To optimize this exploration process, the operator always makes the camera zoom close in so they are able to acquire enough details of the target rather than making the camera zoom in and out all the time. They then just use the pan and tilt controls on the remote camera to find the spot for breaking.

In order to match this condition, we set the camera zoom to a level to only have a partial view of the field in our experiment (see (3) in Fig. 7), leaving the camera pan and tilt control to the participant. It effectively makes participants keep performing the camera control to find the ball throughout the whole experimental period, whenever the ball is out of the current area of vision. This design produced control behavior which appeared similar to the way we observed operators conduct their rock breaking task; thus, any benefits we find for our camera control prototypes are not likely to be less in the example real world setting.

6.2. Participants

A total of 24 undergraduate students (mostly first-year undergraduates) voluntarily participated in the user evaluation and successfully performed the experiment, including 19 male and 5 female. The age of participants ranged from 18 to 23, with a mean of 19.6 years old and SD = 1.5.

All participants were regular computer users (at least 2 h per day) with video game experience of using a joystick-based interface, but none of them had any prior experience using an eye tracker or our re-designed foosball game. Several participants wore glasses, the rest had normal vision without any correction, and their eye gaze could be calibrated all successfully.

6.3. Experimental design

The experiment was conducted by using a repeated measures within-subject design so that all the subjects participated in all conditions of the experiment. The major independent variable was the camera control method by which we compared gaze-driven control with joystick control.

The order effect was eliminated by switching the order of the camera control methods. Both objective measures and subjective measures were used in the user study.

6.4. Procedure

Participants took part in the evaluation individually. Prior to starting the experiment, participants were given a short oral presentation (around 5 min) about the user study. The context included an introduction to the system, instructions on how to control the remote camera by using the gaze-driven control and the joystick control respectively, and how to play the re-designed foosball game. The objective of their play was to score as many goals as they could during each camera control trial. All the participants were required to confirm an understanding of these introductions and the requirements of the experimental task.

After the completion of the oral introduction session, participants started the experiment directly, no pre-training period was provided before the formal experiment. For each control method, participants had 5 min to play the re-designed foosball game. An extra 3–5 min were spent on the calibration of each participant’s eye gaze before they started the gaze-driven control trial.

The video stream from the remote camera for each participant using different camera controls were recorded respectively. In addition, their entire experimental period was also recorded by another video camera for further observations. For the objective measures, the number of goals and kicks each participant achieved was recorded through checking against the video records. A kick is a purposive movement of a foosball man as controlled by the handles when it properly engages the ball by moving it some detectable amount. By purposive we mean that if a man engages and moves the ball while it is not visible on screen then it is a random or accidental movement and not purposive. As we record the timing of kicks and record the screen view, purposive kicks are simple to determine.

Once the foosball game under both of the camera control methods had been finished, we collected the participant’s qualitative feedback on the prototype by using a questionnaire with a 5-point Likert scale, rating from 1 (strongly disagree) to 5 (strongly agree) and a short interview, in which they compared their experiences with different control methods across several criteria as subjective
measures, including naturalness, required consciousness, distraction and time to get used to each control method.

7. Results

We report the results of the user evaluation through objective measures and subjective measures respectively. By conducting statistical analysis on both of the measures, we demonstrate the comparisons of user performance and preference between the gaze-driven control and the joystick control quantitatively and qualitatively.

7.1. Objective measure results: user performance on goals and kicks

The major objective measures are according to the analysis of the number of goals and the number of kicks each participant achieved in the corresponding camera control trail.

A Paired T-test showed a highly significant difference in scored goals between gaze-driven control and joystick control, \( T(23) = 4.27, \ p = 0.000143 \). Fig. 8 shows the overall mean goals for each camera control method, and we can clearly see that using gaze-driven control (\( \mu_{goals\_gaze} = 5.83, \ \sigma_{goals\_gaze} = 1.83 \)) in the experiment on average participants significantly scored more goals than using traditional joystick control (\( \mu_{goals\_joystick} = 3.71, \ \sigma_{goals\_joystick} = 1.88 \)).

In addition, the Paired T-test for mean kicks showed very similar result to the previous mean goals analysis. A highly significant difference on the number of mean made kicks between using gaze-driven control and joystick control was also found, \( T(23) = 4.33, \ p = 0.000125 \). Furthermore, from the mean comparison illustrated in Fig. 9, it shows that the number of kicks participants made using gaze-driven control (\( \mu_{kicks\_gaze} = 27.08, \ \sigma_{kicks\_gaze} = 4.05 \)) on average is significantly more than the number of kicks made by using joystick control (\( \mu_{kicks\_joystick} = 23.46, \ \sigma_{kicks\_joystick} = 4.49 \)).

7.2. Subjective measure results: user preference and feedbacks from questionnaire and interview

The questions and results of all participants from our questionnaire regarding “naturalness”, “time to get used to the control”, “consciousness” and “distraction” for each camera control method are depicted in Fig. 10.

Almost all the questions show significant results favoring the gaze-driven control, including Q1, Q3 and Q4. Although there is no significant difference in the results of Q2, in fact the mean result of gaze-driven control (\( \mu_{Q2\_gaze} = 4.21, \ \sigma_{Q2\_gaze} = 0.72 \)) is still slightly better than the joystick control (\( \mu_{Q2\_joystick} = 3.83, \ \sigma_{Q2\_joystick} = 1.05 \)) regarding the user feedback on time to get used to the corresponding control.

At the end of the questionnaire, participants were asked to state an overall preference of these two camera control methods according to the experience in the experiment. A majority of the participants, 18 out of 24 (75.0%) preferred to use the gaze-driven control, and the rest 6 (25.0%) showed their preference of using the joystick control.

From the short interview conducted at the end of the study and the comments participants made when filling in the questionnaire, most of them felt that using gaze-driven control was quite effective for resolving the hands-busy problem in the experiment. Compared to the conventional joystick control, it was more convenient and flexible, required less physical movements and attention.

8. Discussion

We further discuss the results shown above in a more detailed way. Instead of introducing more formal research findings of our user study, we would like to present observations across all the relevant information obtained at this point.
8.1. Further discussions and observations on results

From the results of the objective measures, it has clearly indicated that the gaze-driven control performed quantitatively better than the joystick control for most of the participants even without a pre-training period in our modeled hands-busy experiment. More valid kicks and more goals were produced, which followed the general anticipation of the game-like task that more kicks would lead to more goals. This in fact tells us that using the gaze-driven camera control, participants were able to obtain significantly more opportunities to kick the ball and score more goals, since they were not distracted by using another control interface.

Moreover, the user assessment was consistent with the objective results. The gaze-driven control outperformed the joystick control through all the criteria we selected. Particularly for Question 1 regarding the naturalness of the control, most of the participants clearly felt that they could naturally pick up the gaze-driven control without actually practicing the control mapping beforehand. This has been reflected on the statistical significance from the Question 1 user data analysis.

We did not find any significant difference on the user data of Question 2 regarding the time to get used to the control. The reason could be all the participants already had previous experience of using a gamepad for video games, so it might not take a long time for them to get familiar with the control mapping of using the joystick control as it was just a very standard mapping for controlling or navigating like most control configurations used in video games or virtual environments they had experienced before.

In addition, from the results especially for consciousness of control (Question 3) as well as the relevant comments from the interview, we can conclude that there was not much consciousness or attention required for participants to control the camera motion by using their gaze, when simultaneously playing the foosball game. Also, most of the participants directly mentioned that using this gaze-driven control allowed them to pay significantly more attention on the task they were doing with their hands, and therefore it was actually not necessary for them to “think” much about how to adjust the camera view to obtain enough visual information for kicking the ball. This effect clearly reflects back to the original notion of designing such a gaze-driven camera control, which was considered to have the potential promise of not offering much obvious experience of “deliberate control”.

As we mentioned before, the entire gaze-driven control just followed a very simple design principle: “Whatever you look at the video, the camera will bring it to the centre of the screen.” Hence, there was no specific control configuration to be adapted to by the participants. In contrast, the camera view was automatically adjusted based on the participant’s current visual attention. Thus, it did not require conscious attention allowing full attention to be focused on the primary task. Such effect has also been reflected in the statistical results of distraction in Question 4.

8.2. Existing issues and arguments

According to the experimental observations and the comments from the participants, the major issue with the gaze-driven camera control was the unreliability of the gaze tracking process. Several participants commented that it was still a bit sensitive and unreliable, as they were actually not able to have a completely free interaction. They noticed that when they occasionally moved their head direction along with the gaze unconsciously (it actually happened often for most of the participants), the gaze tracking quality was reduced or sometimes the tracking would be lost if they moved their head a bit further away, which would directly affect the control quality of the remote camera. This was the major reason a subgroup of the experimental population (6/24 = 25%) ended up with the overall preference to the joystick control as reported by these
subjects. Improvements in eye tracking hardware and software will reduce the effect of unreliability of the tracking process.

During the experiment as well as the post-experimental video record checking, we observed that a few participants attempted to score more goals by optimizing their control behavior. Participants were using one hand on the joystick to control the camera, using the other hand swapping between the two foosball handles. This might be a difference in our functional physical model. That is, in the example real world setting, to carefully specify a breaking spot on a target rock required more precise positioning than required by our foosball model. In the rock breaking setting, when the proper camera view was achieved then the operator could carry out the final tip positioning. These are limitations of our work.

However, we believe and argue the mapping of our functional physical model to the rock breaking setting is quite plausible, as the re-designed foosball model matches many properties of the example setting. These include the similar control mechanism of the devices, similar operation process to complete the task, similar objective of the operation, competitive working condition, in a hands-busy situation. Moreover, the foosball game is engaging for students and participants did report that they enjoyed the experiment. Thus there is some likelihood that our gaze-driven control could have similar benefits in the example real world setting as demonstrated in the evaluation.

9. Conclusions and future work

Motivated by a common hands-busy problem existing in current teleoperation settings and considering a real world complex mining industrial task as the example to design our research scenario, we present a novel gaze-driven remote camera control as an effective solution with a developed prototype system.

In order to cope with severely limited access to the example real world setting and operators for conducting user evaluation, we used a functional physical model to reproduce some key properties of the example real world setting by the use of a re-designed foosball game. A user study with 24 university participants on our gaze-driven camera control in comparison to a conventional joystick control using this functional physical model has been conducted through both objective measures and subjective measures.

From the objective results, we show that using the gaze-driven control, participants performed significantly better than using the joystick control without pre-training in the modeled hands-busy experiment. In addition, the subjective results also reveal clear evidence that the gaze-driven control significantly outperformed the joystick control through almost all the criteria we selected.

A few existing issues of the gaze-driven control and the way to use the functional physical model (the foosball game) for the experimental task design have also been discussed, arguing this model is plausible to test in the example real world setting, and therefore the results obtained from our user study may be applicable and beneficial in that setting.

The future directions can be exploring more natural human interaction based design prototypes, or multi-model designs by combining gaze and other types of interaction techniques particularly for user control problems in teleoperation, and the investigation of improved functional physical models for user studies.
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Appendix A. Supplementary material

Supplementary data: a video component (comparing joystick-based remote camera control with gaze-driven control for a modeled hands-busy task) associated with this article can be found, in the online version, at doi:10.1016/j.intcom.2010.10.003.
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