General KH controllers are radial basis function interpolators
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Abstract

This paper connects two thoroughly investigated universal approximator techniques to each other. Recently, it has been shown that the input-output function of the general fuzzy KH interpolation method \cite{1, 2} as well as its modification \cite{3} are stable in the mathematical sense, or in other words, they can be considered as universal approximators with respect to the $L_p$ ($p \in [1, \infty]$) norm in the space of continuous functions, defined on a compact domain under certain very general conditions. Our result points out that general KH controllers can be placed into the context of radial basis function (RBF) approximation. However, due to some previously achieved results for KH controllers, some conditions concerning the radial basis functions in the approximation scheme can be relaxed. The advantages of the use of combined neuro-fuzzy applications are also addressed with special emphasis on the benefit of applying fuzzy rule interpolation approaches.

1 Introduction

The classical approaches of fuzzy control deal with dense rule bases where the universe of discourse is $\alpha$-covered (at any point $x$ from the input set, there exists a fuzzy set $A$, for which $A(x) \geq \alpha$ holds, usually $\alpha \geq 0.5$) by the antecedent fuzzy sets of the rule base in each dimension. By tuning the rule base or by having only partial information about the system modelled one can obtain rule bases containing “gaps” in the input space, i.e. in these regions there is no or not sufficient information provided by the if-then rules. In such a sparse rule bases no consequent can be constructed by means of the classical methods (CRI, Mamdani, Larsen, Takagi–Sugeno) if the observation is within a gap. The fuzzy rule interpolation method (first proposed by Kóczy and Hirota, \cite{4}) provides a tool to construct fuzzy controllers handling sparse rule bases. The KH interpolation methods have been investigated thoroughly. Recently, it has been shown \cite{1, 2} that the stabilized general KH interpolation possesses the universal approximation property.

A popular function approximation technique in the field of neural networks is the radial basis function (RBF) network (\cite{5}, \cite{6}, Chap. 5.). These types of three-layered feedforward networks are also considered to be universal approximators.

In this work we connect these soft computing techniques showing that general KH interpolations have strong connections with the RBF approximation scheme.

The paper is organized as follows. Section 2 recalls the KH interpolation methods and the theorem of its universal approximation property. Section 3 gives an overview of the RBF interpolation and approximation scheme, as well as introduces the approximation capabilities of RBF networks. Section 4 contains the main results of the paper, and finally, Section 5 mentions some conclusions.

2 The KH interpolation methods

Fuzzy rule interpolation was proposed by Kóczy and Hirota (see \cite{4}). This technique was based on the $\alpha$-cut distances of convex and normal fuzzy sets. The method generates the fuzzy conclusion by means of its $\alpha$-cuts based on the Extension and the Resolution Principles.

The simplest version of this method is called linear fuzzy rule interpolation of two rules (in each dimension) for the area between their antecedents. This can be applied if the observation is located in between the two rule antecedents with respect to the ordering defined on the input universe. For every important cut, e.g. in the case of triangular and trapezoidal shaped membership functions $\alpha = 0$ and $1$ (see \cite{7}), it determines the conclusion...
distance. Moreover, instead of taking simply the equations (2) according to the ones in approximation of the general KH interpolation is called the centres of functions. Functions \( \phi_i \) are a basis of a linear function space, satisfying the condition

\[
\sum_{i=1}^{m} \phi_i(x) = 1, \quad i = 1, \ldots, m.
\]

One of the possible solutions of the equation (4) is the RBF approach. This introduces the so-called radial basis functions, \( \phi_i : \mathbb{R}^n \to \mathbb{R} \), where \( \phi : [0, \infty) \to \mathbb{R}, \ x \in \mathbb{R}^n \) and \( \xi \in \mathbb{R}^n \) are the centres of functions \( \phi \). Functions \( \phi_i \) form a basis of a linear function space, so the interpolating function \( f \) can be expressed as their linear combination:

\[
f(x) = \sum_{i=1}^{m} \lambda_i \phi_i(x - \xi_i). \tag{5}
\]

More details on this method can be found in \[4\].

We recall the theorem on the approximation capabilities of general KH interpolation. (For the sake of clarity, henceforth we denote vectors and matrices with bold typesetting.)

**Theorem 1** Consider the \( L_p \) norm \( \| \cdot \|_p \) with \( p \in [1, \infty) \), a positive real \( \varepsilon > 0 \), the \( n \) dimensional domain \( \mathbb{R}^n \supset \Omega = [a_1, b_1] \times \cdots \times [a_n, b_n] \) and a continuous function \( f : \Omega \to \mathbb{R} \), then for all \( x \in \Omega \)

\[
\left| \sum_{i=1}^{m} f(x_i) \frac{1}{\|x - \xi_i\|_p} - f \right| \leq \varepsilon
\]

where the measurement points \( \xi_i \) are uniformly distributed on \( \Omega \).

In this theorem we modified the denotation of equations (2) according to the ones in approximation theory. Moreover, instead of taking simply the distance \( d \) we consider its \( n \)th power \( d^n \), where \( n \) denotes the dimension of the domain \( \Omega \). The modification of the general KH interpolation is called the stabilized general KH interpolation. When \( n = 1 \) (3) yields (2) with some apparent substitutions: \( \xi_i \) for \( A_i \), \( f(x_i) \) for \( B_{i\alpha,C} \), \( x \) for \( A^* \) and \( |x - \xi_i| \) for \( d_{C}(A^*, A_{\alpha}) \) \((C \in \{L, U\})\).

In other words, regarding the stability of (2), this result can be interpreted in the fuzzy context in the following way: If the antecedents or the observation of a rule base changes only slightly it neither does not cause a significant change in the conclusion.

**3 Approximation by RBF**

The problem of exact real multivariate interpolation can be formulated as follows \[5\]: given a set of distinct vectors \( \{x_i; i = 1, \ldots, m\} \) and \( m \) real numbers \( \{y_i; i = 1, \ldots, m\} \), determine a function fulfilling the condition

\[
f(x_i) = y_i, \quad i = 1, \ldots, m. \tag{4}
\]

One of the possible solutions of the equation (4) is the RBF approach. This introduces the so-called radial basis functions, \( \phi_i : \mathbb{R}^n \to \mathbb{R} \), and uses the form

\[
\phi_i(x) = \phi(||x - \xi_i||),
\]

(\( \| \cdot \| \) denotes a norm, usually the Euclidean, on \( \mathbb{R}^n \)). Here \( \phi : [0, \infty) \to \mathbb{R}, x \in \mathbb{R}^n \) and \( \xi \in \mathbb{R}^n \) are the centres of functions \( \phi \). Functions \( \phi_i \) form a basis of a linear function space, so the interpolating function \( f \) can be expressed as their linear combination:

\[
f(x) = \sum_{i=1}^{m} \lambda_i \phi_i(x - \xi_i). \tag{5}
\]

Substituting equation (5) into (4), a set of linear equations for the coefficients \( \lambda_i \) are obtained \[5\]:

\[
\begin{pmatrix}
y_1 \\
y_2 \\
\vdots \\
y_m
\end{pmatrix} =
\begin{pmatrix}
\phi_{11} & \cdots & \phi_{1m} \\
\vdots & \ddots & \vdots \\
\phi_{m1} & \cdots & \phi_{mm}
\end{pmatrix}
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\vdots \\
\lambda_m
\end{pmatrix} \tag{6}
\]

By denoting the matrices in the equation (6) by \( \Phi \), \( \Phi \), and \( \Phi \), respectively, this can be simply written as

\[
y = \Phi \lambda,
\]

where

\[
\Phi = (\phi_{ij} = \phi(||x_i - \xi_j||)), \quad i, j = 1, \ldots, m.
\]

From here the unique solution of (6) can be determined as

\[
\lambda = \Phi^{-1} y. \tag{7}
\]

if matrix \( \Phi \) is nonsingular (i.e. regular).

In general, the regularity of matrix \( \Phi \) cannot be ensured for arbitrary \( \phi \). Nevertheless, according to the results of Micchelli and Powell \([9], [10]\) a large class of functions ensures the regularity of matrix \( \Phi \) under the condition of distinct \( \xi_i \). This class includes, e.g. the following functions:

1. \( \phi(z) = z \);
2. \( \phi(z) = z^2 \log z \);
3. \( \phi(z) = z^3 \);
4. \( \phi(z) = (z^2 + c)^\alpha, \ c \geq 0, \ 0 < \alpha < 1; \)
5. \( \phi(z) = \exp(-z^2/c), \ c \geq 0; \)
6. \( \phi(z) = (z^2 + c)^{-1/2}, \ c \geq 0. \)

These functions belong to two different groups: \textit{localized} functions which satisfy \( \lim_{z \to 0} \phi(z) = 0, \) and so \( \Phi \) is a positive definite; while non-\textit{local} functions are unbounded when \( z \to 0, \) and hence, \( \Phi \) is not positive definite, having \( m-1 \) negative eigenvalues and only one positive one [9].

The RBF approach can be easily extended to multiple output mappings.

The interpolation scheme just outlined has the disadvantage that the number of RBFs \( \phi \) is identical with the number of data points. In the case where the number of data points is significantly larger, we have an approximation problem.

In this context the inequality \( n_0 \ll m \) holds for the number of data points \( m, \) and for \( n_0, \) the number of RBFs \( \phi. \) In this case the problem becomes overspecified. In this case the function \( \phi_i \) are calculated by using the Moore–Penrose pseudo inverse ([5, 6])

\[
\Phi^+ = (\Phi^T \Phi)^{-1} \Phi^T,
\]

where \( \Phi^T \Phi = I_m, \) the \( m \times m \) identity matrix. We note, that in this case the centres \( \xi_j \) can not be defined straightforwardly as a certain set of data points.

The approximation problem of RBFs has been investigated thoroughly in approximation and neural networks theory. Here we briefly outline the approximation scheme implemented by feedforward neural networks with RBF units [5]. For further details, we refer the Reader to the comprehensive overview in [6], Chap. 5.

The RBF approximation problem can be naturally represented by a three-layer feedforward network with fully interconnected layers. The \( n \) input units correspond to the \( n \)-dimensional input vectors. The connections between the input and hidden units are weighted by the appropriate coordinates of the corresponding centre. The hidden units calculate the functions \( \phi \) in (5). The links between the hidden and the output nodes are weighted by the coefficients \( \lambda. \) The output units are linear calculating the weighted sum of their inputs in accordance with (5). Concerning the training algorithms of RBF networks we refer to [6].

The universal approximation property of certain RBF networks has been proved by several authors [11, 12, 13]. These results differs slightly regarding the applied conditions for the radial function \( \phi. \)

4 Main result

Now we describe how the previous two techniques can be connected.

\textbf{Proposition 1} The input-output function (3) of the stabilized general KH interpolator determines an RBF interpolation scheme (expression (5)) with the radial functions \( \phi_{gKH}(z) = \frac{1}{2^5} \) and the following coefficients

\[
\lambda_i = \frac{y_i}{\sum_{j=1}^m \frac{1}{\|x - \xi_j\|^{n}}} = \frac{y_i}{\sum_{j=1}^m \phi_{gKH}([\|x - \xi_j\|])}.
\]

\textbf{Proof.} It can be obtained immediately substituting the coefficients (8) into the formula (5) with radial functions \( \phi_{gKH}. \) So, in this case, the unique solution of the linear equation system (6) is given explicitly by (8). Moreover, as a consequence of the approximation theorem for KH interpolators, the vectors \( \xi_j \) \((j = 1, \ldots, m)\) need not to be distinct, but uniformly distributed on compact subset of \( \mathbb{R}^n. \)

As we did not exploit here the result of Theorem 1, similar constructions apply for the simpler general KH interpolation.

\textbf{Proposition 2} The input-output function (2) of the general KH interpolator determines a RBF interpolation scheme (expression (5)) with the radial functions \( \phi_{KH}(z) = \frac{1}{2} \) and the following coefficients

\[
\lambda_i = \frac{y_i}{\sum_{j=1}^m \frac{1}{\|x - \xi_j\|^{n}}} = \frac{y_i}{\sum_{j=1}^m \phi_{KH}([\|x - \xi_j\|])}.
\]

According to these result, general KH controllers can be implemented as RBF networks. With a neuro-fuzzy method, we can exploit the advantageous properties of both neural and fuzzy techniques.

In the case where one has certain knowledge about the modelled system, e.g. interpreted as fuzzy rules, this information can be used to determine the initial parameters of a neural network. By means of the training data and the learning algorithm applied to the network, the corresponding fuzzy rule base can be tuned, this way, refining the model of the system. Such an approach results in a well-tuned model of the system (naturally to some extent depending on the reliability and appropriateness of the training data), while the tuned rule base model of the system can still provide a linguistic description of the system, thus, it assures the tracing of the system by a human operator. The linguistic description of the system gives a possible tool for quality control in certain cases: if the training data set is noisy or degenerated, a human operator can discover this kind of mistakes much easier based on a linguistic description than merely on knowledge of the transfer function calculated by the network.

In the case when only input-output sample data are available, a combined neuro-fuzzy approach
helps in the extraction of fuzzy rules from the data. Once the rules are extracted from the training data set the rule based description of the system is available.

The advantage of the use of a fuzzy rule interpolation approach compared to the classical fuzzy reasoning approach is that one can have such input-output sample data sets which does not cover the whole range of the input space, e.g. in large regions of the input space the appropriate output remains unknown. As a consequence, the extracted rule base can contain gaps (a sparse rule base). In such a case the fuzzy controllers operating on dense rule bases can not be applied. As a practical example we refer to the well-log analysis in petroleum industry (see [14]).

5 Conclusion

In this paper a new example has been given for the approximate functional equivalence of fuzzy and neural models. We have shown that two techniques, the general fuzzy KH interpolation and the RBF approximation scheme (usually implemented by RBF networks); both being considered as universal approximators, can be connected. The general fuzzy KH interpolation can be considered as a special RBF approximation scheme for fixed $\alpha$-cuts and $C \in \{L, U\}$. The possible benefits of implementing a fuzzy rule interpolation technique by a neural network is also outlined.
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