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Abstract

This paper presents a modified feature ranking method on interclass separability based for fuzzy control application. Existing feature selection/ranking techniques are mostly suitable for classification problems. These techniques result in a ranking of the input feature or variables. Our modification exploits an arbitrary fuzzy clustering of the control output data. Using these output clusters similar feature selection methods can be used as for classification, where the membership in a class (or cluster) will no longer be crisp, but a fuzzy value determined by the clustering. We studied the proposed method through a comparative analysis.

1 INTRODUCTION

It is well-known that fuzzy systems have exponential time and space complexity in terms of $N$, the number of variables [19]. The number of rules in a rule base increases exponentially with $N$. Thus the resulting model of the system is very large. In practice, if $N$ exceeds the experimental limit of about 6 variables, the rule based system becomes intractable. Due to this fact, rule base reduction emerged as an important research field in the past decade including e.g. the topics of fuzzy rule interpolation methods (see e.g. [2, 14, 19, 23]), hierarchical reasoning techniques [18, 21], and other rule base reduction methods [3, 4, 5, 7].

If the design of the modelled system is based on input-output data samples, a possible method of rule base reduction is the omission of those variables which have no relevant effect on the output. In pattern recognition and classification such methods are called feature selection [9]. Henceforth, when we use the terms feature or variable in this paper, we refer to the same notion. In these contexts the output of sample data usually indicates from which among a finite number of classes or clusters, the actual sample belongs. Practically it means that the outputs are selected from a finite set of labels or, equivalently, from a closed range of natural numbers.

Feature selection methods are of two main types: feature selection and ranking methods. The methods of the former type determine which input features are relevant in the given model, whilst the ones of the latter type result in a rank of importance, and it can be decided how many to select from the head of the rank, e.g. by a trial-and-error procedure. In this paper we modify the interclass separability feature ranking method. (The origin of this method is attributed to [11], who first applied the interclass distance concept to feature selection and extraction problems. Therefore this method is also known as Fischer’s interclass separability method.)

The methods used in classification problems need to be modified (or the rule base has to be preprocessed) in fuzzy control applications when the range of the output is theoretically continuous. (We remark that in practice the range is discrete due to the accuracy of computers’ representation ability concerning real numbers, however, if one would scale the range to this accuracy using as many clusters as many represented real numbers exist in the given range, the problems again became intractable and computer system dependent.) Therefore we have to somehow group the outputs of the data in order to make use of feature selection methods.

An obvious way of grouping is clustering the output by some fuzzy clustering technique. A fuzzy clustering method divides the clustered space into various regions,
called clusters, and determines a vector of membership degrees for each input, which contains the amount to which a particular input data belongs to every cluster. The optimal number of clusters is determined by means of an objective function. In our model we used fuzzy c-means clustering (FCMC) because it was at hand [6], but other fuzzy clustering methods are also suitable for this purpose (e.g. subtractive clustering [16]). We exploit only the property of FCMC which guarantees that membership degrees are normalized, i.e. \( \sum_{i=1}^{n} \mu_{ij} = 1 \) holds for all clusters \( (i = 1, \ldots, C) \), and \( n \) is number of sample data.

Based on Fischer’s feature ranking method we developed its counterpart for fuzzy control application. The main algorithm is described in Section 3. In Section 4 we analyse the proposed method on a few sample data sets.

2 FEATURE SELECTION METHODS IN FUZZY APPLICATION

Fuzzy modeling based on the clustering of output data was first proposed by Sugeno and Yasukawa [22]. For reducing the number of inputs they used the regularity criterion (RC) method [15]. RC creates a tree structure from the variables, where the nodes represent particular sets of the total variable set. The nodes are evaluated according to an objective function, and the evaluation process stops if a local minimum is found. We are also working on the automatic design of fuzzy modeling systems but we found the RC method unreliable: it is very sensitive to its parameters [24], therefore we decided to look for an alternative solution.

Another solution was proposed to solve this problem by Costa Branco et al. [8]. They used the principal component analysis (PCA) method [17] for identifying the important variables in the fuzzy model of an electro-mechanical system. The PCA method transforms the input data matrix of (possibly highly) correlated variables having eigenvalues under a certain threshold can be omitted. However, by this transformation the interpretability of the system is lost, which we consider one of the most important features of a fuzzy system.

In the field of fuzzy classification another group of feature selection algorithms has been applied successfully [1, 9, 20] which are based on the interclass separability criterion. Let us briefly describe this method.

Let us take a given input \( \{ x_1, \ldots, x_n \} \) and the corresponding output \( \{ y_1, \ldots, y_n \} \) data set. \( x_j \) \( (j = 1, \ldots, n) \) are \( N \)-dimensional vectors, i.e. \( N \) is the number of variables, or features. Let the matrix \( X \) be formed by the vectors \( x_j \) \( (j = 1, \ldots, n) \). The inputs should be classified into classes \( C_i \) \( (i = 1, \ldots, C) \) which possess a priori probabilities \( P_i \) and the cardinality of the classes is \( |C_i| = n_i \). Let \( X' = \{ x'_1, \ldots, x'_n \} \) be generated by a feature selection technique from \( X \), where \( x'_j \) are \( N' \)-dimensional vectors \( N' < N \). \( X' \) is generated by deleting some \( N - N' \) rows of \( X \). A criterion for ranking the features is defined as [10]

\[
J(X') = \frac{1}{2} \sum_{i=1}^{C} \sum_{j=1}^{C} \frac{1}{n_i n_j} \sum_{k=1}^{n_i} \sum_{\ell=1}^{n_j} d(x'_i, x'_\ell) \tag{1}
\]

where \( d(x'_i, x'_\ell) \) is a distance metric, usually the Euclidean norm. \( P_i \) can be estimated by \( \frac{n_i}{n} \), the frequency of the occurrence of class members.

\( J(X') \) can be expressed after some algebraic manipulation as [10]:

\[
J(X') = \text{tr}(Q_w) + \text{tr}(Q_b) \tag{2}
\]

where \( Q_w \) is the within class, and \( Q_b \) is the between class scatter matrices (defined below). Intuitively, for the feature selection task we wish to maximize \( \text{tr}(Q_b) \) and at the same time minimize \( \text{tr}(Q_w) \). It can be obtained by maximizing (2), but then the effect of within class distance of samples is unchecked. Therefore, the magnitude of the criterion function (2) is not a good indicator of class separability. A more realistic criterion function to maximize is

\[
J(X') = \frac{\text{tr}(Q_b)}{\text{tr}(Q_w)} \tag{3}
\]

For more details see [9, 10].

The modification of this technique for fuzzy control application is presented in the next section.

3 THE FEATURE RANKING ON FUZZY CLUSTERED OUTPUT (FRFCO) ALGORITHM

Consider again the data set defined in the previous section. For brevity let \( F \) denote the set of all features. Let us cluster the output space by the fuzzy c-means clustering algorithm with parameter \( m \) (usually 2). Let the optimal number of clusters be \( C \). The membership degree \( \mu_{ij} \) \( (i = 1, \ldots, C; j = 1, \ldots, n) \) denotes the degree the data \( x_j \) belongs to cluster \( i \). Note that \( \sum_{i=1}^{C} \mu_{ij} = 1 \). With the following algorithm we can rank the input variables in order to find and omit the irrelevant ones.

As it has been shown above, Fischer’s interclass separability criterion is based on the fuzzy between-class (4) and the fuzzy within-class (6) scatter matrices that sum up to the total fuzzy scatter matrix (7). Scatter matrices
are also known as covariance matrices. These matrices can be defined in our context as

\[ \mathbf{Q}_b = \sum_{i=1}^{C} \sum_{j=1}^{n} \mu_{ij}^m (\bar{y}_i - \bar{y})(\bar{x}_j - \bar{x})^T \]  

(4)

\[ \mathbf{Q}_i = \frac{1}{\sum_{j=1}^{n} \mu_{ij}^m} \sum_{j=1}^{n} \mu_{ij}^m (\bar{x}_j - \bar{y}_i)(\bar{x}_j - \bar{x})^T \]  

(5)

\[ \mathbf{Q}_w = \sum_{i=1}^{C} \mathbf{Q}_i = \]  

\[ = \sum_{i=1}^{C} \frac{1}{\sum_{j=1}^{n} \mu_{ij}^m} \sum_{j=1}^{n} \mu_{ij}^m (\bar{x}_j - \bar{y}_i)(\bar{x}_j - \bar{x})^T \]  

(6)

\[ \mathbf{Q}_c = \mathbf{Q}_b + \mathbf{Q}_w = \]  

\[ = \sum_{i=1}^{C} \frac{1}{\sum_{j=1}^{n} \mu_{ij}^m} \sum_{j=1}^{n} \mu_{ij}^m (\bar{x}_j - \bar{y})(\bar{x}_j - \bar{x})^T \]  

(7)

where

\[ \bar{y}_i = \frac{1}{\sum_{j=1}^{n} \mu_{ij}^m} \sum_{j=1}^{n} \mu_{ij}^m \bar{x}_j \]  

(8)

are the fuzzy centers of the \( i \)th cluster, and

\[ \bar{y} = \frac{1}{n} \sum_{j=1}^{n} \bar{x}_j \]  

(9)

are the averages of clustered data. Here we assume that matrices \( \mathbf{Q}_b \) and \( \mathbf{Q}_w \) are nonsingular.

The feature interclass separability criterion is a trade-off between \( \mathbf{Q}_b \) and \( \mathbf{Q}_w \) as described above.

The proposed feature ranking algorithm proceeds iteratively. In each iteration it determines the most important variable based on Fischer’s interclass separability criterion as follows. Let us delete temporarily the variable \( f \) (\( f \in \mathcal{F} \)). Calculate the matrices \( \mathbf{Q}_b \) and \( \mathbf{Q}_w \) for the remaining data and determine

\[ J_f = \det(\mathbf{Q}_b)/\det(\mathbf{Q}_w). \]  

(10)

Repeat this procedure for all the variables in \( \mathcal{F} \). The expression \( J_f = \min_{1 \leq j \leq |\mathcal{F}|} J_f \) is minimal when the deviation between \( \mathbf{Q}_b \) and \( \mathbf{Q}_w \) is the least, e.g. when the most important variable is omitted. Then omitting \( F \in \mathcal{F} \) permanently we can restart the algorithm with the new feature set.

1. Let \( \mathcal{F} := \{1, \ldots, k\} \).

2. For all \( f \in \mathcal{F} \)

(a) Let \( \mathcal{F} := \mathcal{F} - \{f\} \) and also update matrix \( \mathbf{X} \), and vectors \( \bar{y}_i \) and \( \bar{y} \) by deleting temporarily its \( f \)th column or element.

(b) Calculate matrices \( \mathbf{Q}_b(\mathbf{X}), \mathbf{Q}_w(\mathbf{X}) \) and determine \( J_f \).

3. Let \( f' = \arg\min_{f \in \mathcal{F}} J_f \), i.e. where \( J_f \) attains its minimal value. Delete permanently the variable(s) \( f' \) from \( \mathcal{F} \) the corresponding columns from \( \mathbf{X}, \bar{y}_i \) and \( \bar{y} \). Note that \( f' \) can contain more than one variable.

4. If \( |\mathcal{F}| > 1 \) then back to step 2, else stop.

The order of the deleted variables gives their rank of importance.

4 BRIEF COMPARATIVE ANALYSIS OF FRFCO

We applied the proposed method to several data sets. First, we checked whether it gives consistent result on the synthetic and real data sets given in [22].

The first data set had 4 inputs. The first two were obtained from the function

\[ y = f(x_1, x_2) = (1 + x_1^{-2} + x_2^{-1.5}), \quad 1 \leq x_1, x_2 \leq 5 \]

and the last two were chosen randomly. The optimal number of clusters is 6. On this synthetic sample our proposed method gives the correct ranking: \( \{2, 1, 3, 4\} \).

The second sample data set is the model of a chemical plant with 5 inputs. In [22] the first three variables were found important. According to input contribution measures (similar to sensitivity analysis) [12] the third variable is the most important, then the first, while the remaining three were considered irrelevant. Our method gives the following ranking: \( \{3, 1, 5, 2, 4\} \), again with 6 output clusters. This ranking does not change if \( C = 5 \).

Table 1: Ranking of the 12 input features of eye-gaze data set

<table>
<thead>
<tr>
<th>method</th>
<th>Ranking</th>
</tr>
</thead>
<tbody>
<tr>
<td>best of [13]</td>
<td>( {6, 4, 3, 2, 7, 5, 1, 10, 9, 8, 12, 11} )</td>
</tr>
<tr>
<td>FRFCO with original output</td>
<td>( {6, 5, 2, 3, 9, 7, 4, 1, 12, 10, 8, 11} )</td>
</tr>
<tr>
<td>FRFCO with network output</td>
<td>( {5, 4, 6, 9, 8, 1, 11, 2, 3, 10, 12, 7} )</td>
</tr>
</tbody>
</table>

We also applied our technique to an eye-gaze data set which was analyzed thoroughly in [13], where the author analysed trained back propagation neural networks for ranking the 12 input features. We used the eye-gaze data set with its original outputs, but also with the network output of the best trained network. The results can be found in Table 1.

As it can be seen, our method on the original set is quite consistent with the one of [13]: it evaluates variable 6
as the best, and in there is just one difference in the first six most significant. Naturally, the evaluation with the network output the ranking gives a different result. Nevertheless, the six most significant variables coincide with Gedeon’s result in 3 places, and the three most significant variables in 2 places.

5 CONCLUSION

We proposed in this paper a feature ranking algorithm adopted for fuzzy control application. The main idea is to cluster the output data and to use the cluster-membership degree as weights in the feature selection method. We applied our method to real world and synthetic data sets, and it was likely to find the proper or close-to-proper ranking.
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