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Abstract. Handwritten digit recognition is an active topic in academia and industry alike. In order to improve accuracy, a lot of good works have been done, especially using the multilayer perceptron (MLP) approach. However, setting the network structure and tuning some hyper parameters are the most difficult part of designing the network. On the other hand, an evolutionary algorithm (EA) is a stochastic search approach to deal with the optimization problem. In this paper, the evolutionary algorithm has been used to determine the structure of MLP, including setting activation functions, optimization algorithms, and number of layers and number of neurons in each layer. Our object is using EA to find an optimal structure of MLP for the given task. We test the model on the Semeion Handwritten Digit Data Set, achieving 98.11% accuracy, which is 5% higher than MetaNet, one of the baseline models.
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1 Introduction

In Optical character recognition (OCR) and pattern learning research area, the handwritten digit recognition is an active topic [2, 22]. In the OCR application, it is important that the computer or the device can have the intelligence to deal with printed paper work or handwritten images as input for digit interpretation. As there are many scenarios involving a large number of handwritten digit files such as cheques in the banks and the letter (mail) splitting in the post office [9, 22, 24], we need a system that can help us automatically process the handwritten documents. The handwritten recognition task might be a good example for the performance evaluation of classification models.

Following the publishing of MNIST dataset [19], many studies have tried to use complex MLP model to achieve the higher accuracy. [29] showed that only one hidden layer MLP achieved 0.70% testing error rate with 800 hidden units, and Convolutional Neural Network (CNN) achieved a 0.40% error rate with elastic training image deformations. Later, [16] tried to combine neural network with support vector machine, achieving 0.54% error rate. According to the MNIST dataset website, it seems that the more complex model listed on the websites seems to achieve a higher accuracy (lower error rate). Besides the high accuracy MLP achieved, [20] also found that compared with traditional machine learning algorithms like k-nearest neighbor (KNN), the fully connect multi-layer neural network actually was faster in prediction section. This finding shows MLP can be ideal for automatic processing of a massive handwritten dataset.

However, how to design the structure of MLP is still a question. For example, the number of hidden units in hidden layers is a critical design issue. If the hidden units are too large, the model will face the over-fitting problem where it can only poorly on testing dataset while perform well on the training dataset but [17]. On the other hand, with fewer hidden units, the result generally will have an under-fitting problem. Another important factor of performance is the activation function. Activation function is used to introduce non-linearity into the MLP model. Without activation function, no matter how deep your model is, it can be seen as one hidden layer network. The optimization algorithm is thought to be another important factor, because it helps MLP model to learn the appropriate parameters. This is why we need to use an appropriate optimization algorithm to adjust the parameters of the model.

An evolutionary algorithm (EA) is often used to find the solution for the optimization problem. EA is inspired mechanisms of biological evolution, such as reproduction, selection, mutation and crossover. The combination of EA and artificial neural network has a long history [28, 30]. Previously weights and connection between neurons in neutral network were optimized together by EA, but recently, only architectures are optimized by EA, and Stochastic Gradient Descent (SGD) and its variants are used to optimize the weights [31].

In this paper, we propose a simple but effective method to find the optimal architectures of MLP on Semeion Handwritten Digit Dataset. We choose this dataset because it provides enough data instances for training, and has no missing value. Furthermore, using this dataset can also show the generative ability of MLP model. Once the EA algorithm starts, there is no need to require human participation and its output is a fully trained model. The final model achieved 98.11% of accuracy comparing to MetaNet model [4], the accuracy of which is 93.09%.
In the rest of the paper, section 2 will discuss related literature, and the details of the dataset and method used in this paper will be covered in section 3. Section 4 will show the result of our model. In the final section, future research directions will be discussed.

2 Related Work

The neural network [3] has been widely used on handwritten digit and character recolonization tasks. We will talk about some previous studies using neural network model and combining neural network with EA to address the handwritten digit or character recognition problem.

In [21], LeCun tested a neural network model with only one hidden layer on the MNIST test set. Their architecture was 400-300-10, getting a 1.6 % error rate.

The MLP has also been tested on the recognition problem for English characters [25, 26]. In [25], the author using the information from boundary tracing and their Fourier Descriptors of handwritten characters as inputs of a two-layer neural network. The recognition accuracy was 94% reported in paper. And later, in [26], they proposed a two hidden layers’ model with the architecture of four-layer MLP model (54(69)-100-100-26). They used inputs from diagonal feature extraction scheme and set the distribution function of mean squared errors as the loss function, and trained the model with Gradient descent, adaptive learning and momentum. The final result was accuracy of 98.5% for 69 features and 97.8 % for 54 features.

One of the baseline models used in this paper is from [4], they proposed a new neural network structure, named MetaNet. According to their experiment, the model can achieve a 93.09% accuracy rate on the whole ten digits.

[35] tried to optimize the inputs and the architecture of MLP with EA, achieving 90.77% accuracy, while [1] used EA to find the optimal architecture and initial weights of MLP.

3 Dataset and Method

In this section, details of data and preprocessing of data will be first discussed, followed by discussions on the EA assisting model. The final part will show the baseline models we proposed apart from the Metanet model from [4]

3.1 Dataset

The dataset has 1593 digit image with 16 × 16 pixel image size and it can be downloaded from [33]. The original pixel value was 256 grays scale. The pixel initial value greater than 127 was set to be 1 and the value less than 127 was set to be 0. The example image from the dataset can be seen in Fig. 1.

![Fig. 1: The number 3 in dataset](image)

In order to increase the model’s robust ability, we randomly rotate images with degrees from -10 to 10, when feeding the data into the model. With this setting, we also increase the size of the dataset , which can also help train a good model. And we split the whole dataset into balanced train dataset and test dataset by 50-50.
3.2 EA assisting model

MLP A perceptron can be defined as a binary linear classifier. It takes the input vector $x$, multiply the weight vector $w$ and add bias $b$ to get the output $y$: $y = w \cdot x + b$. Multilayer perceptron\cite{18, 27, 34} is a deep, neural network inspired by the human brain function, which has more than one perceptron. MLP uses the error backpropagation algorithm to train the model.

EA The following summarizes how the proposed EA algorithm works.

1. Load dataset and setting of population size (20), converge threshold (1e-4), and crossover rate (0.8) and mutation rate (0.01).
2. Create the population with discrete-valued representations (representation details will be covered later).
3. Use each chromosome in population to create the network and use optimization algorithm in chromosome to train the network. Set cross entropy loss as object function.
4. Use test dataset to get the test accuracy $a_i$ of each individual $i$ and use accuracy $a_i$ as fitness for individual $i$.
   Keep track the best network from each generation.
5. Use selection, crossover and mutation operations to generate the next population.
6. Repeat 3-5, until the converge threshold has been reached.
7. Output the best model in the current population.

Table 1: Domain of each position in chromosomes

<table>
<thead>
<tr>
<th>Column</th>
<th>Possible Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 (activation functions)</td>
<td>{ReLU, ELU, Sigmoid, Tanh}</td>
</tr>
<tr>
<td>2 (optimization algorithm)</td>
<td>{SGD, Adam, Adamax, RMSprop}</td>
</tr>
<tr>
<td>3 (number of hidden layers)</td>
<td>{1, 2, 3, 4, 5, 6}</td>
</tr>
<tr>
<td>4-N (number of hidden units each layer)</td>
<td>{64, 128, 256, 512, 1024}</td>
</tr>
</tbody>
</table>

The first column stores the selected activation functions. Rectified linear unit (ReLU)\cite{13, 23} is defined as $ReLU(x) = \max(0, x)$. Exponential Linear Units (ELU) \cite{5} is defined as $ELU(x) = \max(0, x) + \min(0, \alpha \cdot (\exp(x) - 1))$. Sigmoid activation function is defined as $sigmoid(x) = \frac{1}{1+\exp(-x)}$, and Tanh is defined as $tanh(x) = \frac{\exp(x)-\exp(-x)}{\exp(x)+\exp(-x)}$. The second column stores the optimization algorithms from SGD\cite{32}, Adam\cite{14} and Adamax \cite{14}, and RMSprop \cite{10}

Representation We use discrete-valued representations to encode the model and store it in chromosomes. The domain of each position in chromosomes can be found in Table.1 Each chromosome has 4 columns at least. First 3 columns store the activation function, optimization algorithm and number of hidden layers information respectively. Starting from the fourth column, it stores the number of hidden units for each layer. Hence the total length of each chromosome depends on the value of 3rd column.

Create Network When using chromosomes to create network, we add the final output layer with 10 units for 10 classes. After each hidden layer, we add the activation function layer as encoded in chromosomes. We also set the optimization algorithm based on the chromosome.

Selection First, we calculated the fitness value for each chromosome. The fitness for chromosome $i$ is defined as Equation.1. After that, the chromosomes are sorted from highest fitness value to the lowest. We just remove the half of lower ranked chromosome out of the population. We apply proportional selection approach, selecting two chromosomes according to their fitness from the remaining population as parents to perform sexual crossover operation.

$$f_i = a_i \quad (1)$$

Crossover We use uniform crossover operation on the first two columns from parents to set the two offspring’s first two columns. Starting from 4th columns, we apply one-point crossover operator to get the offspring’s network structure. The position 4 of chromosomes will be automatically set according to the network structure. Finally for every offspring, we apply mutation operator on it.
Mutation For the mutation operator, we randomly change the value of columns except the third column according to the mutation rate.

3.3 Baseline

In this section, two baseline models which are forward network classifier and forward network classifier with autoencoder will be discussed. The details of model structure can be directly seen from Figures (see Fig.2 and Fig.3).

Autoencoder Autoencoder was first proposed in the 1980s by [27] to deal with the problem "backpropagation without a teacher". And the autoencoder recently has been stacked and trained with bottom-up ways, and then fine-tuned with the supervised learning signal [11, 12].

In this paper, the autoencoder architectures have 5 layers with 256, 128, 64, 128, 256 units respectively. If the two layers have the same color, it indicates that these two layer share the same weight. The weight-sharing is following [6, 7] in order to reduce the free parameters and stable training. For example, the weight from $I_1$ to $H_1$ is as same as weight from $H_3$ to $O_1$, shown in 2. Instead of using stack and bottom-up unsupervised methods to train the autoencoder, we directly train the whole layers in the model at the same time. The object function for the autoencoder model is mean squared error as the loss function.

3.4 Evaluation Method

The evaluation method will use test accuracy following [4]'s setting. The accuracy is the measurement of closeness to a standard or known value.

3.5 Training Process

In this section, the process of training model will be discussed. The hyper parameters for classifier and classifier with autoencoder can be seen in Table.2. Weight decay technology can improve the generalization of the model according to [15], so we also set the weight decay rate for each model.
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Fig. 3: Classifier Structure
As in Fig.3a and Fig.3b, CS and CSASW’s main structures are the same, having 4 layer (256-128-64-10), including input layer. In Fig.3b, the first 3 layers have the same weight as in the AutoEncoder model (same color in figures).

Table 2: The summary of hyper parameters for CS and CSASW

<table>
<thead>
<tr>
<th>Model</th>
<th>Optimization Algorithm</th>
<th>learning rate</th>
<th>Epochs for Classification</th>
<th>Epochs for Autoencoder</th>
<th>Weight decay</th>
</tr>
</thead>
<tbody>
<tr>
<td>CS</td>
<td>Adam</td>
<td>0.001</td>
<td>200</td>
<td>NA</td>
<td>0.0001</td>
</tr>
<tr>
<td>CSASW</td>
<td>Adam</td>
<td>0.001</td>
<td>200</td>
<td>300</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

CS is our simple 3-layer forward network with 256-128-64-10 structure, where 256 is input size and 10 is output size, and 128 and 64 are the number of hidden units of two hidden layers respectively. And CSASW is the classifier with autoencoder shared weight. It has a similar structure with CS.

**EA Assisting Model** For the EA Assisting model, we directly run the EA algorithm according to the previous summaries. The details of the final selected model will be discussed in section 4.

**Classifier (256-128-64-10) and Classifier with autoencoder** For the classifier, we directly train the model on the train dataset and report the test accuracy. For the classifier with autoencoder, we first train the autoencoder for feature extraction or (can also be thought as dimension reduction) with 300 epochs and then replace the first 3 layers of the classification model with the first 3 layer from autoencoder models, as in Fig.2. When we train the classification model with autoencoder, we fine-tune the whole model, also adjusting the learned weights of the first 3 layers borrowed from the autoencoder model. We also apply the weight decay technology in Adam optimization steps as Table.1 shows.

4 Results and Discussion

Table 3: Final Test Accuracy

<table>
<thead>
<tr>
<th>Model</th>
<th>Final Test Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>MetaNet [4]</td>
<td>93.09%</td>
</tr>
<tr>
<td>CS (Adam)</td>
<td>95.30%</td>
</tr>
<tr>
<td>CSASW (Adam)</td>
<td>96.55%</td>
</tr>
<tr>
<td>Best Classifier from EA (ReLU-Adamax-3-1024-1024-64)</td>
<td>98.84%</td>
</tr>
<tr>
<td>Second Best Classifier from EA (ReLU-Adamax-2-512-64)</td>
<td>98.12%</td>
</tr>
</tbody>
</table>
The final test accuracy can be found in Table.3. It is clear that the model proposed in this paper outperforms the initial baseline model, MetaNet from [4]. Comparing to the MetaNet’s network structure and training process, Our models are much simpler and more efficient to train. When we compare CS and CSASW, adding autoencoder as the feature extractor also help the classifier to get higher performances. The most likely reason is that the learned feature vector captures the major information of different digits in the true data distribution, just like the finding from [11]. After 9 generations and the creation of 79 chromosomes, the optimal structure of classifier model has been identified, which has 3 hidden layers with 1024,1024, and 64 hidden units and ReLU as activation function, and Adamax as the optimization algorithm. The second best structure has 2 hidden layers with 512 and 64 hidden units, and ReLU as activation function, and Adamax as optimization algorithm. EA algorithm continues to boost the performance to 98.84% and 98.12%. The selected activation function of these two models also supports the finding in [8]. It is clear from the final test accuracy table that using EA algorithm can help us find the optimal structure of MLP, in order to get higher performances.

5 Conclusion and Future Work

5.1 Conclusion

This paper concludes that the optimal structure of MLP model can be identified by EA algorithm without human supervision. From two baselines proposed in this paper, the test accuracy result also support that the autoencoder is an important feature extractor which can be used in the classification task.

5.2 Future Work

One clear future work direction is to apply EA algorithm to more complex neural network components, like Recurrent Neural Networks (RNN) and their varieties and Convolutional Neural Networks (CNN), to create models for other tasks, such as image reconstruction and natural language processing.

Another direction is to improve the speed of EA algorithm. Currently, since all the steps of EA algorithm are not paralleled, in order to find the optimal architecture of neural network, it will consume a lot of computational power, while it is clearly better than brute force.
References


