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Abstract. This paper uses Neural Network and optimizes through genetic algorithm to design a classification to investigate using a real-world dataset. The classification predicts whether the customer can subscribe long-term deposits through telemarketing based on the customer's personal information and funding conditions. There are two metrics, area of the Receiver Operating Characteristic curve (AUC) and the ratio of the number of predicted correct results and the number of all results (Accuracy) to show the performance. Because of the limitation of my ability, these two metrics (myAUC = 0.66, myAccuracy = 90.18%) are not as good as those given in the research paper. These still prove that the predictive model makes sense for bank telemarketing. This paper also proves that Neural Network classification optimized by genetic algorithm is better than using ordinary Neural Network classification. This paper also describes the limitations of the technology and the direction of future work.
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1 Introduction

Sometimes the customer's personal information and economic status can be used to determine the possibility of his/her deposit. By using machine learning methods, based on the data information provided in the database, a Neural Network classification model can be trained to predict whether a customer instance will subscribe deposits.

Neural network is an algorithm and mathematical model that simulates the brain behavioral characteristics of animal neural networks and classifies the data. By adjusting the interconnection of a large number of internal nodes, the aim of information processing information is achieved. It is an adaptive nonlinear system in which a large number of simple basic elements -- neurons are interconnected [1].

Genetic algorithm is inspired by Darwin's theory of evolution, a heuristic search algorithm by referring to the process of biological evolution [2]. The genetic algorithm simulates the problem to be solved into a process of biological evolution. The solution of the next generation is generated through operations such as copying, crossover, and mutation. The solution with a low fitness function value is gradually eliminated, and the solution with a higher fitness function value is increased. After evolution for several generations, it is very likely that individuals with high fitness function values will evolve.

This paper compares the results of Neural Network with the results of the Neural Network optimized by the genetic algorithm. The Neural Networks have the same topological structure, but the latter's related parameters are optimized by the genetic algorithm. The latter method improves the accuracy of the prediction results.

1.1 Dataset Description

This study is conducted on a dataset provided by the UC Irvine Machine Learning Repository [3]. The dataset is about direct marketing campaigns of a Portuguese banking institution and the marketing campaigns are based on phone calls [3]. The aim is to predict whether the client will subscribe a long-term deposit or not. I choose an older version of this dataset with less input, which contains 4521 instances and 17 attributes. Some attributes are personal information of customers, others are related with the last contact of the current campaign. The last attribute is output, which represents if the client subscribes a long-term deposit. This dataset can better measure the ability of neural network classification.

Banking institutions introduce financial products that involve a huge amount of money to customers through telemarketing. The telemarketing campaigns are very expensive and consume a lot of manpower, material resources and financial resources. If the customer's relevant information can be used to predict the probabilities of customers subscribing long-term deposits, banks can make more contact with customers who have a high probability of subscribing, thereby greatly reducing costs and expenses.
1.2 Existing Research Results

According to a research [4], by comparing logistic regression (LR), decision trees (DTs), neural network (NN) and support vector machines (SVM). Traditional statistical models such as LR and DTs have the advantage of fitting models. They are often easily understood by humans and provide good predictions in classification tasks. In contrast, NN and SVM are more flexible and exhibit learning capabilities ranging from linear to complex nonlinear mappings. Due to this flexibility, NN and SVM tend to provide accurate predictions, but the models obtained are difficult to understand. Different problems fit different models, and we can use metrics to judge their performance.

| Table 1. Compare AUCs for different methods in research paper |
|-----------------|-----------------|-----------------|-----------------|
| Metric | LR | DT | SVM | NN |
| AUC | 0.715 | 0.757 | 0.767 | 0.794 |

From the above table, we can see that the performance of NN is the best (AUC=0.794). Such AUC corresponds to a very good prediction results.

2 Method

2.1 Pre-processing

First I load the dataset and disorganize data to prevent a sample is often selected in each batch of training. The classification requires that the inputs must be numbers and be normalized to similar ranges. So I convert nominal attributes to numeric attributes. For output, I use 1 to replace ‘yes’ and 0 to replace ‘no’. Then I map these numeric attributes to the range of [0, 1] in order to normalize. In the multi-index evaluation system, due to the different nature of the evaluation indicators, they usually have different dimensions and magnitudes. When the levels of the indicators are very different, if the original index values are directly used for analysis, the role of the higher-valued indicators in the comprehensive analysis will be highlighted, and the effect of the lower-level indicators will be relatively weakened. Therefore, in order to ensure the reliability of the results, it is necessary to standardize the raw indicator data.

I split dataset into training set and testing set. The training set contains 2/3 of the original dataset while testing set contains 1/3. This division ratio is the same as mentioned in Moro’s paper [4]. There are also many other ways to partition datasets, such as leave-one-out, cross-validation, bootstrapping, and so on. The approach taken in this paper is to be consistent with the research paper and control variables.

2.2 Define a Neural Network

Sklearn is an important machine learning library for Python, which encapsulates a large number of machine learning algorithms, such as classification, regression, dimension reduction, and clustering. It also includes three modules: supervised learning, unsupervised learning and data transformation. Sklearn is a simple and effective tool for data mining and analysis and relies on NumPy, SciPy, and matplotlib [5]. Sklearn has adequate documents which makes it easy-to-use. Therefore, it has become the most popular tool for studying and practicing machine learning. The focus of this paper is to explore how genetic algorithm can optimize and improve neural network rather than how to construct neural network. So I choose the sklearn tool to construct neural network classification. This reduces the workload.

A multilayer neural network structure is defined. The topology of the neural network for classification can be described as follows: The neural network is consisted of three layers, input layer, hidden layer and output layer. After testing the relationship between the different combinations of attributes and the target attribute, I find that the best case is to set all the attributes as inputs. That is why input layer contains 16 neurons, representing the number of input attributes while the output layer contains 2 neurons, representing the type of output results. The number of neurons of hidden layer could be adjusted until the best performance is reached.

Neural network models can achieve better performance by modifying parameters, such as the number of hidden layer neurons, the number of hidden layers, initial learning rate and the maximum number of iterations. There are many activation functions to choose from, without using activation function, each layer of the neural network only performs linear transformation, and the multi-layer input is also linearly transformed. The linear model has insufficient expressive power, but the activation function can introduce nonlinear factors.

In terms of the optimizer, I provide stochastic gradient descent (SGD), L-BFGS and Adaptive Moment Estimation (Adam). When using SGD, the gradients calculated for each iteration contain relatively large noise. In essence, Adam has a momentum term, which dynamically modifies the learning rate of each parameter using first order moment estimation and second order moment estimation of gradient. The main advantage of Adam is that after offset correction, the learning rate for each iteration has a certain range, making the parameters more stable [6]. The L-BFGS algorithm is
suitable for use in large-scale numerical calculations. It has the characteristics of fast convergence, and saves a lot of space and computing resources.

### 2.3 Genetic Algorithm

As described above, the genetic algorithm is a search algorithm for solving optimization in computational mathematics and it is a kind of evolutionary algorithm. We can use genetic algorithm to get the best parameters in a neural network model. The approximate steps of a genetic algorithm are:

1. Initialization the number of evolution, population size, crossover probability, mutation probability;
2. Encode the population using real number and use the accuracy between the prediction data and the expected data as a fitness function;
3. Cycle through selections, crossovers, mutations, and calculate fitness until the number of evolutions is reached to obtain the optimal parameters;
4. The best parameters obtained will be used to build a BP neural network.

The flow of the algorithm can refer to the following figure.

![Genetic algorithm flow chart](image)

**Fig. 1.** Genetic algorithm flow chart.

Through genetic algorithms, we can obtain a set of parameters that can obtain the highest accuracy, including activation function, optimizer, the number of hidden layer neurons, threshold value and so on. These parameters will be directly applied to the classification model, and its performance will be discussed later.

### 2.4 Reference Technology

In order to improve the classification, I refer to a paper [7]. In that paper, it improved accuracy by modifying the threshold. The default initial threshold is usually 0.5, but in different situations this does not necessarily lead to the highest accuracy. The threshold is a critical value. Results greater than the threshold are classified as positive, and results less than the threshold are classified as negative. In order to get the best initial threshold, I still use the genetic algorithm. Genetic algorithms can help us to get the optimal initial threshold. The specific operation steps are similar to those described in the previous section, and the description will not be expanded here. And in the process of training the model, the threshold will be automatically updated and adjusted. The best threshold will eventually be obtained.
3 Results and Discussion

Through genetic algorithms, I obtain a set of current optimal parameter combinations. That is: `{'solver': 'adam', 'max_iter': 50, 'activation': 'logistic', 'learning_rate_init': 0.1, 'hidden_layer_sizes': (1000,)}. This is just an example. Because the testset data is randomly selected each time, the optimal combination of parameters obtained after each execution of the code is different. I will compare the performance of classification built using this set of parameters and classification built using other parameters.

After passing testing data to the built neural network, we need some metrics to show the performance of the classification. The popular metrics are the confusion matrix [8] and the Receiver Operating Characteristic (ROC) curve [9]. Through confusion matrix and ROC curve, we get the Accuracy and AUC of the classification. Each column of the confusion matrix represents the prediction category. The numerical value of each column indicates the number of real data predicted to be the category; each row represents the true attribution category of the data, and the total number of rows represents the number of data instances of the category. It helps people better understand the errors in the classification. If the elements on the negative diagonal line in the confusion matrix are all zero, a near perfect classification will be obtained. From Figure 2, we can see that there are 1518 instances in the test set, and the number of correct result predicted using a common neural network classifier is 1348, while the number of correct results predicted using the optimized neural network classification is 1369. Through calculations, the accuracy of the common classification is 88.8%. After optimization, the accuracy rate can reach 90.18%. The number of True Positive, True Negative, False Positive, False Negative values can also be obtained from confusion matrix. Recall, precision and other metrics can be calculated from these values.
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**Fig. 2.** Confusion matrix of original neural network (left) and optimized neural network (right).

The ROC curve and AUC are shown in Figure 3. The ROC curve shows the False Positive Rate (fpr) versus True Positive Rate (tpr) and the area of the curve is AUC. The ROC curve is a comprehensive index reflecting sensitivity and specificity, and each point on the ROC curve corresponds to a threshold. Probability is greater than or equal to the threshold is positive, less than the threshold is negative. As the threshold decreases, more and more instances are classified as positive, but these positive classes are also doped with negative instances, that is, TPR and FPR increase at the same time. When the threshold is maximum, the corresponding coordinate point is (0, 0), and when the threshold is the minimum, the corresponding coordinate point (1, 1). According to [9], the AUC value is equivalent to the probability that a randomly chosen positive example is ranked higher than a randomly chosen negative example. Classification with a larger AUC works better.

From Figure 3, we can see that the AUC of the common classification is 0.65, and after optimization is 0.66. The AUC difference is not too large. The more convex the ROC curve is and the closer it is to the upper left corner, the greater its predictive value. The difference between the two ROC curves is also small. However, it can still be seen that the optimized classification performs better than the ordinary classification.
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**Fig. 3.** ROC curve and AUC of original neural network (left) and optimized neural network (right).

In the relevant paper of the dataset provider, the AUC of NN can reach about 0.8. Specific values can be seen in Table 1. Obviously, the performance of my classification is not as good as the classification in the paper. The reason may be that I choose the old dataset containing fewer attributes or my code is not optimized enough. These metrics show that the
A forecasting model is very meaningful for the banking institutions to select the target customers. By predicting the possible outcomes of customers subscribing long-term deposits, banks can have more contact with customers whose output is true.

4 Conclusion and Future Work

In this paper, I use neural network algorithm to build a classification and use genetic algorithm for optimization. The classification correctly predicts long-term deposit results for most customers by entering customer-related information. Neural network classification has good performance in practice and is easier to implement. Selecting different thresholds, activation functions and optimizers can also affect the performance of the classification. Experiments show that the genetic algorithm can help us to choose the optimal combination of parameters to improve the accuracy of the prediction.

Genetic algorithm is a kind of global optimization algorithm, which can quickly search the whole solution in the solution space without falling into the fast fall trap of the local optimal solution. By using its inherent parallelism, it can conveniently perform distributed computing. But it has some limitations. Programming is more complicated. First, the problem needs to be coded. After the optimal solution is found, the problem needs to be decoded. The algorithm has a certain dependence on the initial population selection. The local search ability of genetic algorithm is poor, which results in the simple genetic algorithm being time-consuming and the search efficiency is low in the later stage of evolution.

In the future work, when bank institutions collect data, more customers’ personal information should be collected to help with the classification, such as income. The class of each attribute should also be improved and optimized, such as the current classes of occupations are too rough. The class of the customers’ profession should be refined so that the possibility of customers’ long-term deposits in different fields of work can be better derived. For scholars who are studying data mining, they can make full use of the extensibility of genetic algorithm and combine it with other algorithms. In practical applications, the genetic algorithm is prone to premature convergence. What kind of selection method should be adopted not only to keep good individuals but also to maintain the diversity of the populations can be an important direction for future research.
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