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Abstract—This letter characterizes the performance of maximum ratio transmission (MRT) in ad hoc networks with simultaneous wireless information and power transfer (SWIPT). We assume that the transmitters are equipped with multiple antennas and use MRT, while the typical receiver is equipped with a single antenna and an energy harvesting receiver using time switching (TS) or power splitting (PS) receiver architectures. First, using stochastic geometry and considering the signal-to-interference plus noise ratio, we derive the exact outage probability at the reference receiver in closed-form. Simulation results confirm the accuracy of the derived analytical expressions. Then, we use the delay-tolerant throughput and delay-limited throughput, which are related to the outage probability, as metrics to study the system performance. The results show that for the delay-limited throughput, PS outperforms TS at low rate or at high energy harvesting ratio, respectively. For delay-tolerant throughput, PS always outperforms TS for any energy harvesting ratio.

Index Terms—Throughput, maximum ratio transmission, simultaneous wireless information and power transfer, stochastic geometry.

I. INTRODUCTION

Simultaneous wireless information and power transfer (SWIPT) is a promising solution to prolong the lifetime of nodes in 5G wireless systems [1]. The application of multiple antennas to SWIPT has recently been proposed as a means to improve the efficiency of radio frequency (RF) to direct current conversion, making implementing SWIPT really attractive for energy constrained wireless nodes [2]. Using stochastic geometry and assuming single antenna nodes, the performance of both traditional (i.e., non energy harvesting) [3], [4] and SWIPT enabled ad hoc networks [5], sensor networks [6] and cellular networks [7], [8] has been well studied in the literature.

Recently, some papers have used stochastic geometry to study the performance of traditional ad hoc networks [9]–[11] and cellular networks [12] with multiple antennas. The consideration of multiple antennas makes it extremely technically challenging to accurately analyze the interference. Prior work uses different approximations to characterize the interference in traditional multiple input multiple output (MIMO) ad hoc networks, e.g., a Taylor series expansion approximation is used in [9] and approximation using complicated special functions is used in [10]. The exact distribution of the signal-to-interference ratio (SIR) with maximum ratio combining (MRC) (i.e., multiple receive antennas) is derived in [11] for two receive antennas only. The exact distribution of the SIR with maximum ratio transmission (MRT) (i.e., multiple transmit antennas) is derived in [12] by a recursive approach using Toeplitz matrix form. Note that for tractability, majority of the prior work considers an interference limited network, i.e., SIR is used as the basis of the stochastic analysis [9], [11], [12]. The consideration of multiple antennas with SWIPT bring an additional challenge that the stochastic analysis must be based on signal-to-interference plus noise ratio (SINR), rather than SIR, in order to properly characterize SWIPT. To the best of our knowledge, the exact outage probability and throughput of MRT in ad hoc networks with integrated SWIPT (where information and power are extracted from the same RF signal) has not yet been derived in the literature.

Letter contributions: In this letter, we consider an ad hoc network consisting of multiple transmitters (TXs) which are modeled using a Poisson point process (PPP). The TXs are equipped with multiple antennas and use MRT. We consider the performance at a reference receiver (RX), which is equipped with a single antenna and energy harvesting receiver using time switching (TS) or power splitting (PS) receiver architectures. The novel contributions of this work are: (i) Employing stochastic geometry and considering the SINR, we derive the exact outage probability in closed-form for MRT in ad hoc networks with SWIPT (cf. Theorem 1). Simulation results confirm the accuracy of the derived expressions. (ii) Adopting the delay-limited and delay-tolerant throughput metrics [13], which are related to the outage probability, we study and compare the performance of TS and PS architectures. The results show that for the delay-limited throughput, where the TX transmits with a fixed rate, PS outperforms TS at low rate or at high energy harvesting ratio. For the delay-tolerant throughput, where the TX transmits at a rate equal to the ergodic capacity, PS outperforms TS for any energy harvesting ratio.

II. SYSTEM MODEL

We consider a two-dimensional wireless ad hoc network region. The location of TXs is modeled as a homogeneous PPP with node density $\lambda$, denoted as $\Phi_t$. In order to analyze the system performance, we add a reference receiver $Y$ at the origin and its associated transmitter $X_0$ at a distance $d_r$ in a random direction. Throughout the paper, we use $X_i$ to denote both the random location as well as the $i$-th TX itself.

The wireless communication channel is modeled as a bounded path-loss plus block fading channel. The bounded path-loss between the $i$-th TX and the RX is [3], [5]

$$l(R_i) = \min \left\{ r_0^{-\alpha} , R_i^{-\alpha} \right\} ,$$

(1)
where $R_i = \|X_i - Y\|$ denotes the Euclidean distance between $X_i$ and $Y$, $\alpha$ is the path-loss exponent and we define $\delta = \frac{\alpha}{4}$, $r_0$ is used in (1) to avoid the singularity at the origin. Note that we assume $d_r > r_0$ in this work. Moreover, all communication links experience the additive white Gaussian noise (AWGN) with variance $\sigma^2$.

Each TX is equipped with $M$ antennas while the reference RX is equipped with a single omnidirectional antenna. Hence, the reference RX receives the desired signal as well as the interference from all transmissions. In this work, we consider MRT, where each TX sends a linearly weighted version of the same signal on each antenna [9]. As we consider a large-scale network region, we assume that each TX knows the channel state information (CSI) for its desired RX only. Then the signaling strategy becomes maximizing the signal-to-noise ratio over a specific channel [12]. Let $h_i$ denote the fading between the $i$-th TX and its desired RX. Under MRT, the weighting vector is $a_i = \frac{h_i}{\|h_i\|^2}$. We consider the Rayleigh fading scenario and hence $h_i$ is a $M \times 1$ vector with independently and identically distributed (i.i.d) unit variance and complex Gaussian entries, i.e., $h_i \sim C\mathcal{N}(0, I_M)$, where $I_M$ is the identity matrix of size $M$.

The TXs have a dedicated power supply (e.g., battery or power grid) and transmit with constant power $P_t$. The reference RX has a battery to support its operation and uses RF energy harvesting to supplement its battery life. The energy harvesting is accomplished using either TS or PS receiver architecture [14]. In the TS receiver, each time block (T) is divided into two parts with TS ratio $\rho \in (0, 1)$: in $(1 - \rho)T$ seconds the received power is used for rectification while in $\rho T$ seconds all the received power is used for data detection. In the PS receiver, the received power is divided into two parts with PS ratio $\nu_d \in (0, 1)$: $100(1 - \nu_d)%$ of the received power is used for rectification while $100\nu_d%$ of the received power is used for data detection. We further assume that the additional circuit noise introduced during the baseband conversion process in the RF energy harvesting circuit is modeled as AWGN with zero mean and variance $\sigma^2$ [5].

For the above setup, according to Slivnyak's Theorem [3], the instantaneous SINR at the reference RX can be expressed as

$$\text{SINR} = \begin{cases} \frac{P_r G_0 d_{\text{agg}}^{-\alpha}}{\nu_d P_t \sum_{X_i \in \Phi_1} G_i(R_i) + \sigma^2 + \sigma^2}, & \text{TS; } \quad \frac{P_r}{I_{\text{agg}} + \chi}, \quad \text{PS; } \end{cases} \quad (2)$$

where the fading power gain on the reference link is $G_0 = \|h_i^\dagger a_i\|^2 = \|h_i\|^2$, which follows the Gamma distribution with shape parameter $M$ and scale parameter 1, the fading power gain between $X_i$ and $Y$ is $G_i = |h_i^\dagger a_i|^2$, which is exponentially distributed [15], $\cdot | \dagger$ is the magnitude operator, $P_r$ is the received power at the reference RX from its desired TX, $X_0, I_{\text{agg}}$ is the aggregate interference at the reference RX from other TXs and $\chi$ is $\sigma^2 + \sigma^2$ for TS and $\sigma^2 + \frac{\sigma^2}{\nu_d}$ for PS.

**Throughput metrics:** We adopt the throughput as the performance analysis metric, since it takes into account both the outage probability and the information decoding time $T_{\text{ID}}$ ($T_{\text{ID}} = \rho T$ for TS receiver architecture and $T$ for PS receiver architecture). In this letter, we consider both the delay-limited throughput and delay-tolerant throughput [13].

In the delay-limited transmission mode, the TX transmits with fixed rate $R$ and information is successfully decoded if the SINR at the RX is greater than a threshold $\gamma_0 = 2^R - 1$. The throughput is evaluated over the effective information decoding time and is given by

$$\tau = \frac{T_{\text{ID}}}{T} (1 - p_{\text{out}}(2^R - 1, \chi)) R = \xi (1 - p_{\text{out}}(2^R - 1, \chi)) R. \quad (3)$$

In the delay-tolerant transmission mode, it is assumed that the code length is much larger than the block time so that the channel conditions average out and it is possible for the TX to have a transmission rate equal to the ergodic capacity $C \triangleq \mathbb{E}[\log_2(1 + \text{SINR})]$ [13]. Thus, the throughput is given by

$$\tau = \frac{T_{\text{ID}}}{T} C = \xi \int_0^\infty (1 - p_{\text{out}}(2^x - 1, \chi)) \, dx. \quad (4)$$

In both (3) and (4), $\xi$ is $\rho$ for TS and 1 for PS and $p_{\text{out}}(\cdot)$ is the outage probability, which is defined as the probability that the SINR at the typical RX is below a threshold $\gamma_0$ and is given by

$$p_{\text{out}}(\gamma_0, \chi) = \Pr(\text{SINR} < \gamma_0). \quad (5)$$

where $\Pr(\cdot)$ denotes the probability and SINR is given in (2).

**III. OUTAGE PROBABILITY ANALYSIS**

In this section, we provide the mathematical formulation and the main analytical result for outage probability at the reference RX, which then allows the throughput in (3) and (4) to be determined. Before we present the outage probability result, we define two lemmas.

**Lemma 1:** Given two functions $f(s)$ and $g(s)$, which are related as $f(s) = \exp(g(s))$, the $h$-th order derivative of $f(s)$, denoted as $f^{(h)}(s)$, can be expressed in terms of the $h$-th order derivative of $g(s)$, denoted as $g^{(h)}(s)$, as

$$f^{(h)}(s) = \sum_{p_1, p_2, \ldots, p_h} \frac{h!}{p_1! p_2! \cdots p_h!} \left(\frac{g'(s)}{1!}\right)^{p_1} \left(\frac{g''(s)}{2!}\right)^{p_2} \cdots \left(\frac{g^{(h)}(s)}{h!}\right)^{p_h}, \quad (6)$$

where the sum is over all non-negative integer solutions of the Diophantine equation $p_1 + 2p_2 + \cdots + hp_h = h$.

**Lemma 2:** Define $a(s) \triangleq \exp(g_1(s))$ where $g_1(s) \triangleq -\frac{\pi x^2}{4 + \gamma_0}$. Then the $h$-th order derivative of $a(s)$, $a^{(h)}(s)$, is obtained by substituting the $h$-th order derivative of $g_1(s)$ into (6), where $g_1(s)$ is given by

$$g_1(s) = \sum_{q_1, q_2, \ldots, q_h} \frac{h! \pi x^2}{(1 - q_1) q_1! q_2! \cdots q_h!} \left(\frac{1}{2} + \frac{r_0}{q_1}\right)^{q_1 + 1} \left(\frac{s}{x}ight)^{q_2} \cdots \left(\frac{-1}{s^{x^{q_h}}}ight)^{q_h}, \quad (7)$$

where the sum is over all non-negative integer solutions of $q_1 + 2q_2 + \cdots + hq_h = h$ and $q = q_1 + q_2 + \cdots + q_h$.

Define $b(s) \triangleq \exp(g_2(s))$ where $g_2(s) \triangleq \frac{2x^2}{4 + \gamma_0}$. Then the $h$-th order derivative of $b(s)$, $b^{(h)}(s)$, is obtained by...
substituting the \( h \)-th order derivative of \( g_2(s) \) into (6), where \( g_2^{(h)}(s) \) is given by
\[
g_2^{(h)}(s) = 2F_1\left(1 + h, 1 - \delta + h; 2 - \delta + h; -r_0^{-\alpha} s\right) \frac{1_{(h)}(1 - \delta)(h)}{(\delta - 1) \left(-r_0^{-\alpha} \right)^h \pi \lambda r_0^{-\alpha + 2} \delta^{-1}} + \frac{h}{1} 2F_1\left(h, h - \delta; 1 - \delta + h; -r_0^{-\alpha} s\right) \frac{1_{(h-1)}(1 - \delta)(h-1)}{(\delta - 1) \left(-r_0^{-\alpha} \right)^{h-1} \pi \lambda r_0^{-\alpha + 2} \delta^{-1}}.
\]
(8)

where \( x_{(n)} = \frac{(x+n-1)!}{(x-1)!} \) is the rising factorial and \( 2F_1(\cdot, \cdot; \cdot; \cdot) \) is the Gaussian or ordinary hypergeometric function [16].

Proof: Lemma 1 and Lemma 2 can be proved using the chain rule [17] and simplifying. The details are omitted here due to space limitations.

Using Lemmas 1 and 2, we can express the outage probability as shown in the following theorem.

Theorem 1: For an ad hoc network with SWIPT, where TXs perform maximum ratio transmission with \( M \) antennas and the reference RX has a single antenna, the outage probability at the reference RX is given by
\[
p_{\text{out}}(\gamma_0, \chi) = 1 - \sum_{n=0}^{M-1} \frac{\rho^n}{n!} \exp\left(-\frac{\chi}{P_t}\right) \sum_{k=0}^{n} \binom{n}{k} \left(-\frac{\chi}{P_t}\right)^{n-k} \sum_{h=0}^{k} \binom{k}{h} a^{(h)}(s)b^{(k-h)}(s),
\]
(9)

where \( \chi \) is defined below (2), \( s = \gamma_0 d_t^\alpha \), \( a^{(h)}(s) \) and \( b^{(k-h)}(s) \) are the higher-order derivatives of \( a(s) \) and \( b(s) \), which are presented in Lemma 2.

Proof: See Appendix A.

Substituting Theorem 1 in (3) and (4), we can find the delay-limited throughput and the delay-tolerant throughput, respectively.

IV. RESULTS

In this section, we present the analytical and simulation results. Unless otherwise stated, we set the parameters as follows: \( d_e = 15 \text{ m}, r_0 = 1 \text{ m}, \lambda = 10^{-4}, P_t = 30 \text{ dBm}, \sigma^2 = -130 \text{ dBm}, \sigma_2^2 = -30 \text{ dBm} \) and \( \alpha = 4 \) [1]. The simulation results are obtained by averaging over 1 million Monte Carlo realizations.

Delay-limited throughput: Fig. 1 plots the delay-limited throughput versus the transmission rate, \( R \), using PS and TS receiver architectures (\( \rho = \nu_d = 0.5 \)), with different number of antennas \( M = 1, 2, 4, 8 \). We can see that the simulation results match perfectly with the analytical results, which is to be expected since the analytical results are exact. The figure also shows that when the rate is small, PS outperforms TS and vice versa at high rate. This can be intuitively explained as follows. According to (3), the throughput is determined by both the outage probability \( p_{\text{out}}(\cdot) \) and information decoding time \( T_{\text{ID}} \). The rate directly impacts \( p_{\text{out}}(\cdot) \) but not \( T_{\text{ID}} \). Thus, for small value of the rate (equivalently small \( \gamma_0 \)), the outage probability difference between TS and PS receiver architectures is small. However, the effective information decoding time is only \( \rho T \) for TS compared to the whole time block \( T \) for PS. Thus PS outperforms TS. When the rate is large, the outage probability difference between TS and PS becomes large. Thus, \( p_{\text{out}}(\cdot) \) plays the dominant role in determining the throughput and PS outperforms PS. This interplay of \( p_{\text{out}}(\cdot) \) and \( T_{\text{ID}} \) leads to the above mentioned throughput trends.

Fig. 2 plots the delay-limited throughput versus the energy harvesting ratio (\( \rho \) for TS and \( \nu_d \) for PS), with different number of antennas \( M = 1, 2, 4, 8 \) and rate \( R = 4.5 \text{ bits/sec/Hz} \). The figure shows that increasing the energy harvesting ratio improves the throughput for both PS and TS receiver architectures. This is because increasing \( \rho \) increases \( T_{\text{ID}} \) for TS and increasing \( \nu_d \) decreases \( p_{\text{out}}(\cdot) \) for PS, both of which lead to higher throughput. The figure also shows that when the energy harvesting ratio (\( \rho \) for TS and \( \nu_d \) for PS) is large, PS outperforms TS and vice versa for low energy harvesting ratio. This can be intuitively explained using similar arguments as before. For the given rate \( R \), when the energy harvesting ratio is small, the aggregate noise \( \chi \) for PS is much greater than that for TS, causing the \( p_{\text{out}}(\cdot) \) for TS to be much smaller than that for PS. Thus, TS outperforms PS. When the energy harvesting ratio is large, \( p_{\text{out}}(\cdot) \) becomes quite similar for both TS and PS and \( T_{\text{ID}} \) (or \( \xi \)) governs the throughput performance. Thus, PS outperforms TS in this case. Furthermore, it can also be observed from Fig. 2 that the throughput performance gain by increasing the number of TX antennas is more significant for PS, compared to TS.

Delay-tolerant throughput: Fig. 3 plots the delay-tolerant throughput versus the energy harvesting ratio (\( \rho \) for TS and \( \nu_d \) for PS), with different number of antennas \( M = 1, 2, 4, 8 \). We can see that the simulation results match perfectly with the analytical results. Fig. 3 shows that PS always outperforms TS. This trend is due to the fact that for the delay-tolerant throughput, the information decoding time \( T_{\text{ID}} \) (or \( \xi \)) plays the dominant role in determining the throughput performance. Comparing Fig. 3 with Fig. 2, we can see that for both receiver architectures, the achievable throughput in the delay-tolerant mode is always higher than in the delay-limited mode. This particular trend is due to the difference in the definition of the two modes and has also been observed in [13] for a relay-based energy harvesting network.
In this letter, we have analyzed the performance of MRT in ad hoc networks with SWIPT. Using the SINR, we have derived the exact closed-form expression for the outage probability considering both TS and PS receiver architectures. Adopting the delay-limited and delay-tolerant throughput, which are related to the outage probability, we have analyzed the impact of the important system parameters (such as number of transmit antennas and energy harvesting ratio) on the throughput performance. The results showed that for the delay-limited throughput PS outperforms TS at low rate or at high energy harvesting ratio, while for the delay-tolerant throughput PS outperforms TS for any energy harvesting ratio. Future work can consider interesting extensions such as MIMO ad hoc networks with SWIPT, effect of imperfect CSI and power allocation between the two phases for TS receiver architecture.

APPENDIX A
PROOF OF THEOREM 1

We derive a closed-form expression for outage probability using stochastic geometry and the reference-link-power-gain based (RLPG-based) framework [4]. The basic principle of this approach is to first condition on the interference and formulate the outage probability in terms of the cumulative distribution function of the reference link’s fading power gain. The conditioning on the interference is then removed by first unconditioning on the fading power gains of the interference links and then unconditioning on the locations of the interferers.

Since the fading gain on reference link is Gamma distributed, we can rewrite the outage probability in (5) as

\[
P_{\text{out}} = \Pr \left( G_0 < \gamma_0 d_r^\alpha I_{\text{agg}} \left( \frac{P_t}{r_0} \right) + \gamma_0 \frac{X}{P_t d_r^{-\alpha}} \right)
\]

\[
= 1 - \mathbb{E} \left[ \sum_{n=0}^{M-1} \frac{1}{n!} \left( I_{\text{agg}} \left( \frac{P_t}{r_0} \right) + \frac{X}{P_t} \right)^n \exp \left( -s I_{\text{agg}} \left( \frac{P_t}{r_0} \right) \right) \right]
\]

\[
= 1 - \sum_{n=0}^{M-1} \frac{(-s)^n}{n!} \frac{d^n}{ds^n} \mathcal{L}_{\text{agg}}(s) \exp \left( -\frac{sx}{P_t} \right)
\]

\[
= 1 - \sum_{n=0}^{M-1} \frac{(-s)^n}{n!} \exp \left( -\frac{sx}{P_t} \right) \frac{n}{P_t} \left( \frac{s}{P_t} \right)^{n-k} \frac{d^k}{ds^k} \mathcal{L}_{\text{agg}}(s),
\]

where \( I_{\text{agg}} = \sum_{i \in \Phi_t} G_i l(R_i) \) and \( s \triangleq \gamma_0 d_r^\alpha \). Note that \( \mathcal{L}_{\text{agg}}(s) = \mathbb{E} \left[ \exp \left( -s I_{\text{agg}} \right) \right] \) and it is the Laplace transform of \( I_{\text{agg}} \) using stochastic geometry and the definition of Laplace transform, we then have

\[
\mathcal{L}_{\text{agg}}(s) = \mathbb{E}_{\Phi_t} \left[ \prod_{i \in \Phi_t, R_i \leq r_0} \mathbb{E}_{G_i} \left[ \exp \left( -s R_i^{-\alpha} G_i \right) \right] \right]
\]

\[
= \exp \left( -\pi \lambda_r^2 \frac{sr_0^{-\alpha}}{s_0^{-\alpha} + 1} \right) \times \exp \left( \frac{\pi \lambda_r^2}{s_0^{-\alpha} + 1} + g_1(s) + g_2(s) \right)
\]

where \( g_1 = \frac{-\pi \lambda_r^{\alpha+2}}{1 + r_0^{\alpha+2}} \) and \( g_2 = \frac{\pi \lambda_r^\alpha (1-\delta;1-\delta;\delta;1-\delta;\delta)}{(1-\delta)/s_0^{-\alpha} - 2}. \)

Substituting (11) in (10), the calculation of outage requires the higher order derivatives of \( \mathcal{L}_{\text{agg}}(s) \), which have been presented in Lemma 1 and Lemma 2. Using Lemma 1 and 2, we arrive at the result in Theorem 1.
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