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Image-Based Visual Servo Control of Aerial Robotic
Systems Using Linear Image Features

Robert Mahony, Member, IEEE, and Tarek Hamel

Abstract—An image-based ‘‘eye-in-hand” visual servo-control
design is proposed for underactuated rigid-body dynamics. The
dynamic model considered is motivated by recent work on vertical
takeoff and landing aerial robotic vehicles. The task considered is
that of tracking parallel linear visual features. The proposed de-
sign exploits the geometry of the task considered and passivity-like
properties of rigid-body dynamics to derive a control Lyapunov
function using backstepping techniques.

Index Terms—Aerial robotic vehicle, image-based visual servo
(IBVS), rigid-body dynamics, underactuated systems.

1. INTRODUCTION

ISUAL servo control concerns the problem of using a
Vcamera to provide sensor information to servo-position
a robotic system. Classical visual servo control was developed
for serial-link robotic manipulators, with the camera typically
mounted on the end-effector [18]. More recently, applications
involving mobile systems have been considered [7], [28], [34].
Visual servo control has the potential to become an important
enabling technology for aerial robotic vehicles capable of
quasi-stationary flight regimes, such as helicopters [2], [11],
[38], [40], dirigibles [4], and flying robots developed explicitly
for indoor operation [1], [16]. Most aerial robotic systems
may be modeled as underactuated rigid-body dynamics, with
possibly additional dynamics due to actuator effects such as the
flapping dynamics of the main rotor of a helicopter [30]. Such
systems are inherently difficult to control, and add significantly
to the complexity of image-based visual servo (IBVS) control
design.

Visual servo systems may be divided into two main classes
[18], [26]. Position-based visual servo (PBVS) involves recon-
struction of the target pose with respect to the camera, and leads
to a classical dual estimation and control problem, in which the
state (camera pose) of the system is estimated using visual in-
formation [13], [29], [43], and the control design is a classical
state-space design [1], [2], [38], [40]. PBVS control leads to a
straightforward control-design problem. However, the pose es-
timation is highly sensitive to camera calibration errors and er-
rors in the three-dimensional (3-D) world model used to derive
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pose estimates [18]. The sensitivity of PBVS design to camera
calibration is particularly worrying when low-cost, and conse-
quently low-quality, sensor systems are employed. In contrast,
for IBVS, the control task is posed directly in terms of image
features. A controller is designed to maneuver the image fea-
tures toward a goal configuration that implicitly solves the orig-
inal Cartesian motion-planning problem [37]. The approach is
inherently robust to camera calibration and target modeling er-
rors [10], [18]. However, the control-design problem for IBVS
is more complex than for PBVS control, and the approach used
in classical IBVS control [9] is not suitable to be extended to
the integrated control of nonlinear fully dynamic systems. Re-
cent approaches to robustly extending IBVS to dynamic sys-
tems include dissipative control design in the image space [27],
robust backstepping [16], [47], and optimal control techniques
[48]. The specific challenges posed by the dynamics of aerial
robotic vehicles have proved difficult to overcome, and very
few rigorous developments of IBVS control exist. In prior work
by the authors [16], we propose an algorithm that uses simple
point landmarks as visual targets for control of underactuated
rigid-body dynamics. An alternate approach that has proved
fruitful uses insight from the behavior of flying insects and an-
imals (particularly techniques related to visual flow) to develop
control strategies for aerial robotic vehicles [5], [45]. To our
knowledge, there is no prior work that uses more structured geo-
metric targets, such as linear features for control of aerial robotic
systems.

In this paper, we propose an IBVS control design to track
parallel linear features for underactuated rigid-body dynamics.
The material presented is an extension of earlier work [25].
The dynamic system model considered is based on models pro-
posed recently in the literature [14], [20], [40], [42] for aerial
robotic vehicles capable of quasi-stationary flight. Linear fea-
tures are represented using the binormalized Euclidean Pliicker
coordinates [3]. The representation achieves two key objectives.
First, the tasks of line tracking and velocity regulation are de-
coupled, and second, passivity-like properties of rigid-body dy-
namics are preserved separately in each control task. The pro-
posed design exploits the passivity-like properties of rigid-body
dynamics to derive a control Lyapunov function, using back-
stepping techniques. The derivation is based on that undertaken
in [16] with several modifications and improvements. In addi-
tion to providing a rigorous control design for the full dynamics
of the system considered, the approach taken provides a natural
manner to deal with uncertainty associated with the unknown
depths of observed image features. Indeed, the approach taken
avoids estimation and inversion of the kinematic image Jaco-
bian of the system, a major source of nonrobustness and global
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stability limitations for the linear approximation and feedback
linearization control designs standard in the literature. Local ex-
ponential stability of the closed-loop system around a goal tra-
jectory is proved. The underactuated nature of the dynamics, and
specification of primary control task, leaves a degree of freedom
(DOF) in the attitude dynamics of the model that must be dealt
with via a secondary control task [37], without disturbing the
primary closed-loop response. The approach taken here exploits
the geometric properties of the linear image features to avoid
requiring additional visual information, and provides a slicker
stability analysis than that employed in prior work [16]. A full
stability analysis is provided, showing local asymptotic stability
of the secondary task variables. This paper provides a rigorous
nonlinear analysis of a practical visual servo task for underac-
tuated rigid-body dynamics, and forms a part of an ongoing
worldwide effort to control aerial robots in real-world condi-
tions using low-cost light sensor systems [8].

The paper is arranged into five sections. Section II presents
the dynamic system model considered, introduces the binormal-
ized Pliicker coordinates to represent linear visual features and
defines the image-based error used. Section III derives a Lya-
punov control function for the trajectory tracking task consid-
ered, and analyzes the stability of the closed-loop system. Sec-
tion IV applies the control strategy to a simplified model for the
dynamics of a four-rotor vertical take-off and landing (VTOL)
vehicle known as an X4 flyer [1], [15], and presents some sim-
ulation results. The final section provides a short summary of
conclusions and an indication of future research directions.

II. PROBLEM FORMULATION

The dynamics of the airframe of an aerial robotic vehicle are
modeled as rigid-body dynamics subject to exogenous forces
and torques generated by its thrusters and aerodynamic lift sur-
faces. Let Z = {E,, E,, E.} denote the world frame, and let
A = {E{,FE$,E$} denote the body-fixed frame of the rigid
body. The position of the airframe in the world frame is denoted
¢ = (x,y,z) € 7, and its attitude (or orientation) is given by
arotation R : A — 7, where R € SO(3) is an orthogonal ro-
tation matrix. Let V' (resp. €2) denote the linear (resp. angular)
velocity of the body expressed in the body-fixed frame. Let m
denote the total mass, and I denote the inertia matrix expressed
in the body in the body-fixed frame. The dynamics of a rigid
body are! [44]

{=RV (1)
mV = —mQyV + F )
R = ROy (3)
IO = — Q. IN+T. 4)

The exogenous force and torque are denoted F' and T', respec-
tively (cf. Fig. 1).

The exogenous force and torque inputs considered corre-
spond to a typical arrangement found on a VTOL aircraft
(cf. Section IV). The exogenous inputs are written as a single
translational force, denoted F' in Fig. 1, along with full torque
control, shown by the torques I';, I's, and I'3 around axes EY,

IThe notation {2, denotes the skew-symmetric matrix such that {2 , v = 2 x
v for the vector cross-product x and any vector v € R?.
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Fig. 1.
(UAV).

References frames, forces, and torques for an unmanned aerial vehicle

E3, and E3, respectively. The force F' combines thrust, lift,
gravity, and drag components. It is convenient to separate the
gravity component mgFE. = mgR™ ES from the thrust force

F:= —TF +mgR"ES %)

where F € A is a unit vector in the body-fixed frame repre-
senting the orientation of force input, and 7' € R is a scalar input
representing the magnitude of the thrust. Control of the airframe
is obtained by using the torque control I' = (T'y, ', T's) to align
the force Fy := T'F as required to track the goal trajectory.

The visual features considered are a collection of parallel
lines. A line in Euclidean space can be represented in either an
implicit or explicit mathematical form. A linear feature is rep-
resented implicitly as the set of points verifying a set of linear
equations [12]. For applications in visual servo control, the ob-
served feature is a projected image (onto the image plane) of the
line in Euclidean space. The relationship between the represen-
tation of a line in the image plane and its implicit representation
in Euclidean space leads to technical complications in the de-
velopment of IBVS control laws. Several successful implemen-
tations of kinematic IBVS control laws based on this approach
have been reported [6], [36]. However, in the authors’ opinion,
the approach does not lend itself to extension to systems with
dynamics. An explicit representation of a linear feature involves
specifying its direction and offset with respect to a given point.
The Pliicker coordinates [6], [12], [35] are an example of an ex-
plicit representation of a line. In normalized Euclidean Pliicker
coordinates [36], a line is represented by its direction U € A, a
unit vector,? and a vector H

H=PxU

where P is the point on the line closest to the center of the frame
A (cf. Fig. 2). In binormalized Pliicker coordinates (U, h), a line
is represented by its normalized direction U, along with

H

h="
|H|

€A

2In Euclidean Pliicker coordinates, the vector U need not be normalized.
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Normalized Euclidean
Plucker coordinates  (H, U)

H=Px U

h

Binormalized Plucker
coordinates (A, U)

Line direction in the

Body-fixed—frame

... Linear feature

P
Point on linear feature
closest to the origin of Body—fixed—frame

Line direction in the
world frame

u

Fig. 2. Geometric of the construction of binormalized Pliicker coordinates.

Note that A is the unit normal to the plane containing the line
and the origin of .A. Thus, although the point P and the norm of
|H| are difficult to determine from the visual data, the normal
direction A is known, once the linear feature has been identi-
fied in the image. The information that was coded in the norm
|H| is not represented by the binormalized Euclidean Pliicker
coordinates. As a consequence, there are an infinity of lines that
are represented by the same binormalized Pliicker coordinates
(U, h) [3, Prop. 1]. The strong geometric interpretation of the
unit vector h confers a structural passivity to image-based error
criterion similar to that exploited in the authors’ previous work
[16].

Remark 2.1: Extracting linear features from an image se-
quence is a well-studied problem and is a fundamental routine in
image-segmentation algorithms (cf. e.g., [41, Sec. 10.3-10.4]).
The use of Hough transform techniques applied to an image se-
quence preprocessed by an edge-detector algorithm (e.g., the
Canny edge detector) leads to a robust method to identify image
lines.

The kinematics of U, P, and H are inherited from the motion
of the camera relative to the observed targets. The direction of
the line in the world frame is denoted v := RU € 7 and is
assumed to be constant. Straightforward calculations show

U=—-QxU (6)
P=—-QxP+nyV (7)
H=—-QxH+VxU ®)

where 7, = (I3 — x2T) is the projection 7, : R* — 73,5% onto
the tangent space of the sphere S? for any point z € S2. The
kinematics of the normalized direction A are given by

1 glH|
h=— _dt H
"TTH] T HP
1
= —Qyuh+ ﬁﬂh(VXU). O]

The observed target is represented by a set of n normalized
features h; which are visible to the camera (cf. Fig. 3). The

Parallel linear features

Fig. 3. Structure of the visual feature ¢, for the case of three parallel lines.
information from each feature is summed together to provide
a single 3-D image feature

n
q1 = Z hz
i=1

Note that each h; is orthogonal to U, and consequently, ¢; is
also orthogonal to U. Since each h; is a normalized direction,
the quantity ¢; is dimensionless.

The visual error used is the difference between the weighted
centroid ¢; and a dimensionless goal vector ¢*

(10)

(11)

The goal vector used is generated from a priori assumption of
the target configuration { H;} as observed from the desired set
point

01:=q" —q.

n
q :E hi, hi:|H*|'
i=1 ¢

Note that since both ¢; and ¢* are dimensionless, 67 is a dimen-
sionless measure of error. The goal vector is chosen fixed in the
world frame (independent of the attitude of the camera), but is
written in the body-fixed frame. Thus, ¢* inherits ego-motion
from the attitude dynamics of the rigid-body frame

¢ =-Qxq".

Since the goal is constructed from a priori information on the
target, the following assumption is natural.

Assumption 2.2: There exists a point ¢ € R? in task space
such that the visual feature ¢; is equal to the goal, g1 = ¢*.
Moreover, U Tq* = 0. Furthermore, if all the target lines lie in
an affine plane, then it is assumed that £ does not lie in this plane.

A consequence of the second part of the assumption is that at
the point &, at least two of the h; image features associated with
the observed target are linearly independent. If there are three or
more linear features that are not coplanar, then this part of the
assumption is not required.

Lemma 2.3: Consider an observed target comprising n > 2
distinct lines parallel to world direction v = RU € Z. Let
Assumption 2.2 hold and denote the given point at which §; =
¢ —q = 0by & € Z. Then, 61 = 0 on the set of points
y =&+ tu € T fort € R. Moreover, for any point y such that
61 = 0, then y = £ + tu for some t € R.

Proof: Deriving the visual error §; yields

61 = _QX(SI — Q(V X U) (12)
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where

(13)

7Thl..

1
=2 T

Each individual projection operator 7y, is positive semidefinite
with null space h;. The lemma conditions guarantee at least two
distinct features h; # ah;, for o € R and ¢ # j, and it follows
that @ is full rank. Consider the quadratic cost |81 |%. From (12),
one has
ATRE T
10 ==l Qv x U). (14)
Choosing V = U, it is clear that (d/dt)|61|*> = 0 and the cost
is degenerate in the direction w. Thus, for any £ € 7 such that
61 = 0,60 =0onthesety = { +tu € T fort € R. Given
any point y with 67 = 0, choose V in the direction orthogonal
to U and fix Q = 0. Recalling (12), it is clear that §; #Z 0
along the trajectory generated. This shows that the cost || is
nondegenerate in directions orthogonal to u. It remains to show
that there is a unique line y = & 4 tu for which §; = 0. The
proof proceeds by contradiction. Assume that there exist two
distinct lines of points (parallel to u) on which 61 = 0. From
these lines, choose two points lying on a plane perpendicular
to U, and consider a line connecting the two points. The above
arguments show that 5|2 # 0 along this line. By continuity,
there exists a local maximum of the cost |61 |* on this line, for
which ¢; # 0. Since 6, is perpendicular to U, it is possible to
choose V such that V' x U = §; at this point. Substituting into
(14) provides a contradiction of the local maxima property and
completes the proof. [ |
Equation (12) defines the kinematics of the visual error 0.
The image Jacobian? [18] (denoted .J) is obtained by rewriting
(12) in the classical form

by = [Qsk(U) sk(é1)] (g) (15)

()

In common with classical IBVS algorithms, the image Jacobian
depends on the unknown depth of the image features. That is,
although the directions {h;} are known, the depth parameters
{|H;|} cannot be measured directly from visual data. However,
for the proposed image error, the unknown parameters enter
only into the definition of the matrix ) (13), and here they
enter in a structured manner such that the matrix @ > 0 is
always positive definite. It is this property that is exploited in
Section III in the control design, avoiding the necessity of es-
timating or approximating the image Jacobian, a fundamental
difficulty in most IBVS algorithms [9], [17], [26], [32], [33].
Nevertheless, some bounds are required on the trajectories con-
sidered, to avoid ill conditioning of the control design. In this
development, we define a region of space by a pair of uniform
bounds on the matrix )

)\min < {)\1(6\?)} < )\max~

3Also known as the interaction matrix [9].

(16)

a7)
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The proposed control design presented in Section III-A is valid
for any trajectory contained in this region. The bounds A .x >
Amin > 0 are used as robustness margins in the control design.
Further analysis of the nature of the region defined by (17) is
given in Section IV.

III. CONTROL DESIGN AND STABILITY ANALYSIS

In this section, a visual servo control is derived for the system
described in Section II. The task considered is to stabilize the
position of the vehicle with respect to the observed lines using
visual feedback, and regulate the velocity of the vehicle in the
direction u using additional sensor feedback.

There are two parts to the primary control error associated
with position and velocity control, respectively. The first pri-
mary control error is the visual feature error 67 (11). Let vy de-
note a desired constant velocity in the direction U. The second
primary control error is defined to be?

ne :=m ((U"V) = vq). (18)

The primary goal of the control algorithm is to (exponen-
tially) stabilize the two error signals (61,72) € R* (cf. Sec-
tion III-A). The primary error criterion is four-dimensional, but
only contains three DOFs due to the degenerate nature of 0.
Due to the underactuated nature of the rigid-body dynamics con-
sidered, the primary error is sufficient to fix at least 5 DOFs
of the rigid-body dynamics (cf. Lemma 3.3). To control the
final DOF, a secondary control task [37] is introduced (cf. Sec-
tion III-B).

From the development in Section II, the system dynamics
may be written

b= =06, —Q(V x U) (19)
m%(VxU):—me(VxU)—i—(FxU) (20)
m%(VTU) =r'u 1)
R = RO, (22)
IN=-OQxIQ+T. (23)

The state of the system as written is (61, V, R, Q). Due to its
construction, the error only corresponds to 2 DOFs of the un-
derlying system. Thus, (19) and (20) correspond to a 2-DOF
(four dynamic states) system. The third DOF in the translation
movement is modeled by (21). The kinematics of this DOF are
ignored, since the control task is to regulate the forward velocity.

Remark 3.1: The camera is used to measure the relative posi-
tion of the rigid body with respect to the set of parallel lines (via
the visual error 7). The remaining dynamic states (V, R, §2), are
obtained as the output of a filter based on a wide range of ob-
served data. Data used includes “visual flow” calculations, GPS
measurements, magnetometers, accelerometers, inertial gyro-
scopic sensors, and gyroscopic rate sensors. A properly tuned
extended Kalman filter provides good estimates of the required
state variables.

4The mass m is introduced in the definition of 7, to precompensate for the
effective difference in gain between the linear kinematics (1) and the linear dy-
namics (2). The same idea is embedded in the definition of 65 (24).
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A. Primary Control Design

Let k; > 0 (in kg.m.s~!) be a positive constant, and define
0o to be

8y = kﬁ(v x U) =61, ki>0. (24)

1

The units of the gain k; are chosen to ensure that (24) is dimen-
sionally correct. Since 47 is dimensionless, this ensures that 65 is
also dimensionless. Indeed, the units chosen for all the control
gains defined in the following guarantee that the virtual back-
stepping errors introduced are dimensionless.

The term 6o may be viewed physically as the tracking error
between the actual velocity (orthogonal to the lines) and the de-
sired stabilizing kinematic feedback (k1 /m)é;. Indeed, if 62 =
0, then the design degenerates into a classic (nonlinearizing)
kinematic IBVS control design in the chosen visual features.
Since the system is dynamic and underactuated, it is impossible
to keep the error 65 small, except for certain trajectories where
the dynamic errors are asymptotically stable. The backstepping
methodology allows us to propagate the dynamic error d5 into
the system dynamics, and construct a control Lyapunov function
that depends on the dynamic tracking error 62 and further errors
03 and 44, etc., that are needed to compensate for additional dy-
namic tracking errors in the system, due to its underactuated na-
ture. For certain trajectories, where the dynamic system effects
are asymptotically stable, the Lyapunov function constructed
may be used to construct a stabilizing control law. This result is
formalized in Lemma 3.3. Before presenting the result, we pro-
vide a brief overview of the backstepping methodology applied
to the system. Further details can be obtained from the authors
for interested readers.

Define a storage function S »

1 1 1
S1o==|61* + =|62* + =|ma]?. 25
12 = 5101 + 516l + Sl ©3)
Taking the time derivative of Si 2 and substituting for (19)

yields
k
1#@®+—ﬂwxm+mwﬁm
(26)
Note that the derivative of S » is independent of the angular
velocity €.
The desired set point chosen for F, ensuring the stabilization
of the primary task (61, 12), is

. k
Si,2 = - 51TQ51 +
m

ka
(FxU):=

(FTU) :=

62 where ko (inm™

N > Amax(Q)

— lame + miy, where Iy (in sfl) >0. (27)
Due to the fact that the rigid-body system considered is under-
actuated, the force input F' does not provide sufficient control to
directly assign the desired dynamics specified by (27). It is nec-
essary to use (27) as “virtual” or “desired” force inputs for the
next stage of a backstepping procedure. Recalling that the vir-
tual control input to (26) enters via the terms F' x U and FTU,
two new error terms (73, d3), incorporating information on the

attitude of the camera via (5), are defined as the difference be-
tween the actual terms (F x U and FTU) and their virtual ex-

pressions (27)
63 =

k2k2

anEwnﬂ+m~ (29)

The derivative of the storage S; > function is then

k1 k1

51 9 = ——6TQ61 6T(k21 Q)2

k
+= k‘25T53 — lom + lamams.

Deriving ¢3 and 73 and recalling (19), (24), and (18) yields

k ky
b3 = — Qb3+ -+ Qél——l(M Q)62+—k263
m d
+k2—k2(dt(FXU)+Q (FxU))
ld
73 12772-1-12773‘1'[—%(1? U).

Following standard backstepping procedures, let (Fv, QY) de-
note the virtual control inputs for the next iteration of the back-
stepping. The following augmented vectorial term incorporating
the angular velocity is assigned:

d Y k3ko(k1ka + ks3)
<£(F x U) + Qy (F x U)) -ttt

() = v

where k3 and I3 are two positive constants (in kg.s~! and s 1,
respectively). The expressions for the derivatives of 03 and 713
may now be written

—la(la+13)n3

k k
by = = by + Q8 — (ol - Q)b 25,

4 (k1k2 + k3)64

m
ng = — lana — l3nz + la(l2 + I3)04 (30)

where 64 and 74 are the final error terms used in the backstep-
ping procedure

m2

k3ka(kika + k3)

1
L Ty 4o,
B+ al U)tm

Let S5 be a storage function associated with this stage of the
procedure

5y = Q&FXW+Q(FXW>+&

N4 = 31D

1 1
Sy = =165)% + =|ns]?. 32
3 2|3| +2|773| (32)

Taking the derivative of S3 and recalling (30), one obtains
. k k
Sy = —87Q81 — 6T (koI — Q)65 —
m m
n (k1ka + k3)
m

ks s,
m

6T 6y — lomama — I3n3 + la(la + 13)ns
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The derivatives of the error terms ¢4 and 7, are

2

: m kl
T ~
0= Wy (ks 1 )t~ X0, @0
k k kiks + k
_ —1(k-21— Q)6 — _353 + Mtﬂ (33)
m m m
1

wy — lamy — lsns + la(la + 13)ns  (34)

TR0y + 1)

where

2

d . d
d2
wy := —(UTF).

T (30

The intermediary control signals w; € R?® and wy € R are in-
troduced to simplify the following analysis. Clearly, w; and wo
can be used to control (33) and (34). It remains to show that the
physical-control inputs of the system can be used to arbitrarily

assign wj and wy. Consider a linearizing control transformation
of (4)
=IO xIQ4+1I7'T 37)
leading to the relation
O=r (38)

Recalling (5), the cross-product F' x U and scalar product UT F
can be expressed as

FxU=—TF xU+mgR" (E§ x u)
UTF = —TU'F + mgu" EY.

For any two vectors a, b € R?, sk(a)sk(b) — sk(b)sk(a) =
sk(a x b) [31]. Thus, (35) and (36) may be written

sk(U) (T(FXT)—{—TF) — —u —T(F x Q) x (2 x U)
+T(Fx(QxU)

+ (FxQ)xU) (39)
U’ (T(F X T) + TF) = —wy — 2TUT(F x Q)
—TUTQ x (F x Q). (40)

The second-order time derivative of the heave control 7" enters
into the lefthand side (LHS) of these expressions. It is possible to
assign the heave control T directly (earlier in the backstepping
procedure), however, such an approach leads to an aggressive
time-scale separation of the system dynamics [39], [46]. A more
balanced control action is obtained by dynamically extending
the heave control

T=f

where f is a new control input. The dynamics T = f are internal
to the controller. Since |U| = 1 and I3 = UUT — sk(U)?,
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multiplying (39) by sk(U) and (40) by U, and adding the two
together, one obtains a nondegenerate algebraic relation

Tsk(F)r + Ff =sk(U)w; — Uwy — sk(U)
X (T(FXQ)X(QXU)—T
X (Fx(QxU)—(FxQ)xU))
+U (2T'UT(F % )

+TUQ x (F x Q)). 41)
The control inputs 7 and f enter directly into the LHS of this
equation. If 7" # 0, then there are physical control inputs corre-
sponding to any choice of intermediary control signals w; and
wy. Since T' corresponds to the thrust needed to support a UAV
in quasi-stationary flight, T ~ mg for the applications con-
sidered. When this condition fails, the rigid-body dynamics are
known to be nonholonomic [23], and the backstepping approach
proposed in this paper is not applicable.

Remark 3.2: Note that the control 77 is not assigned by
(41). This control input is used to control the secondary task
(cf. Section III-B).

The control design continues by assigning suitable interme-
diary inputs wj and ws to stabilize (33) and (34)

. k3ko(kvks + ks3)
= T
X [mQX (53 — k1k2(53 — (k’lkg + k3 + k’4)64]

Wy = l%(lQ + 13)
X [lanz + (I3 — lo(l2 + 13))
xnz — (Ia(la + 13) + 14) n4]

wq

(42)

where k4 and [, are two positive constants (in kg.s’1 and s~ L,
respectively). Substituting the control into the dynamics for d,4
and 7,4 leads to

. k k
by = 22Q8) — == (ko — Q)65
m m

kiks + K k
SGLRLOP LIPS 43)
m m
na = —la(la +I3)n3 — lama. (44)
Consequently, choosing
1 1
Syi= =642+ = 2 4
4= Sl8al” + 5l (45)

as the final storage function, one obtains

: k
Sy = 26TQs — =
m

m

kiks + k
5T (ko — Q)6 — M
m
k
X84 b3 — E454T54 — (ly + I3)nams — lami.  (46)
Lemma 3.3: Consider the dynamics defined by (19)—(23).
For suitable A, € > 0, assume that Q < Al and T > €
along closed-loop trajectories of the system, and that Assump-

tion 2.2 holds. Specify the primary control inputs by (41) and
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(42). If the control gains {k1,...,ks}, {l2,...,l4} are positive
and

ko > Amax, k3 > i/ﬁ]@ " );m;\);ax
then the closed-loop solution exists for all time, and the error
signals {61,...,04} and {n2,...,n4} converge exponentially
to zero.

Proof: By continuity, the solutions of the closed-loop
system must exist for some period [0, Tp), To > 0. By inspec-
tion, the physical inputs F' and 7 are bounded on any finite
time interval, and the total energy of the system is bounded by
a linear growth rate in time. As a consequence, the solution
to the closed-loop system cannot display finite escape-time
behavior, and the solutions exist for all time. Define a candidate
Lyapunov function

L =515+ 85+ S,

From the development (19)—(46), one has

. 1
L=——XTYnX
m

where X = (61,...,04,m2,...,m4)T and
k1Q 0 b -EQ 0o 0 o
0 (kI-Q) -%Q -5Q 0 0 0
- -BQ ks 0 0 0 0
0 0 0 0 ml, 0 0
0 0 0 0 0 mly 0
0 0 0 0 0 0 miy

The above quadratic expression is negative definite if and only
if (iff) the symmetric matrix X is positive definite. This is true
iff the principal minors of ¥ are positive. It may be directly
verified that the gains k1,. .., ky, l2,...,l4 chosen ensure the
positiveness of the principal minors of the matrix X. The result
follows from Lyapunov’s theorem [21, Th. 3.1] restricted to the
error coordinates. u

The error coordinates ; regulate the position of the camera
with respect to the target lines (cf. Lemma 2.3). The errors §o
and 79 regulate the linear velocity of the camera. The addi-
tional error coordinates (é3,73) and (64, 74) incorporate infor-
mation on the attitude kinematics and dynamics, respectively,
of the camera. This is natural for the underactuated rigid-body
dynamics considered, since the desired motion is obtained by
rotating the airframe in order that the fixed thrust direction F
is oriented to provide the necessary force inputs for the linear
dynamics.

Although the Lyapunov function L is positive definite in the
error signals, it is only positive semidefinite in the full state. The
remaining dynamics of the system are “yaw” rotations around
the thrust vector direction F. In certain situations, these dy-
namics are naturally asymptotically stable; for example, due to
an offset between the center of mass and the point at which the
thrust is applied, or due to aerodynamic drag effects. In such
cases, local stability of the full system follows from Iggidr et al.

[19] (cf. also [39, Th. 2.24]). Local asymptotic stability may be
proved using La Salle’s invariance principle. If the remaining
dynamics are not asymptotically stable, it is necessary to con-
sider a secondary control task to stabilize the full system.

B. Secondary Control Design

In this section, a secondary control-task error criterion [37]
is proposed to stabilize the yaw dynamics around the thrust di-
rection F. The dynamic effects of the secondary control input
is directly compensated for in the control input for the primary
control design, in order that the stability analysis of Lemma 3.3
is not affected. This is inherent in the structure of (41). However,
the closed-loop dynamics of the primary loop act as an exponen-
tially decaying perturbation to the secondary control analysis.
In contrast to the situation encountered in prior work [16], the
proposed approach does not require any additional visual infor-
mation. Indeed, the direction U of the parallel lines provides a
natural feature, qg ~ U, to use as the goal for yaw stabilization.
In practice, ¢) may be computed from image data

where g2 = Zaij(hi X h])
i<j

0_ 42
q2 |q2|7

with a;; = %1 chosen to ensure that all contributions h; X h; lie
approximately in the same direction. The visual feature ¢3 ~ U
inherits dynamics from the motion of the camera

@ =-Qxq3. (47)

Let F» be a reference direction in the body-fixed frame. The
control objective considered is to align F'5 as closely as possible
with the visual features ¢3, subject to the constraints imposed by
the primary closed-loop response. Set

o1 = qg -F, e A (48)
Taking the derivative of o; yields
1= —Oxq+QxFy—QxFy
= —Q x g1 +sk(Fy)(rr + FF)Q. (49)
Define the cost

Wy = %|01|2. (50)

To simplify notation in the sequel set
Y:=F;xF 61V

a vector orthogonal to the plane span (F, F). Deriving W7, one
obtains
Wi = oTsk(Fy)npQ + 0T YFTQ. (52)

The virtual control input used for the secondary task is the com-
ponent FT'Q). A second error function is introduced

FTQ
09 1= + YTUl (53)
C1
for ¢; > 0, a positive constant (in s~1). Thus
W, = O',{Sk(FQ)TFFQ — clafYYTal + cloncrz. (54)
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Define
1

Wy = 5|02|2. (55)

Recalling the transformation (38), one has
. FTr T
W2 = 02 — O'QY (Q X 01 — Sk(Fg)WFQ)
C1
—c109Y T oy + 61|Y|2U§. (56)

The control input to this equation is F7 7. Recalling (41), it is
seen that the primary control assigns sk(F')7 and constrains the
DOFs of 7 orthogonal to F'. It follows that the remaining DOF
in the attitude control, FT7, is free to be used for the control of
the secondary task. Set

FTT = clYTQXal—clYTsk(Fg)WFQ—cl (61|Y|2 + 62) g2.

Define (57)
W =W+ Ws. (58)

Then for ¢1,co > 0 (both in s~1), one has
W = oFsk(Fo)mpQ — c10t YY 0y — co0?. (59)

Lemma 3.4: Consider the dynamics defined by (19)—(23).
For suitable A, € > 0, assume that Q < Apacf and T > €
along closed-loop trajectories of the system, and that Assump-
tion 2.2 holds. Specify the primary control inputs by (41) and

(42), and the secondary control input by (57). Then
,m4) — 0, exponentially

and o9 — 0,

(617"'75477727"'

YTo, — 0 asymptotically.

Proof: Using the same argument used in the proof of
Lemma 3.3, it follows that the solutions of the closed-loop
system exist and are unique for all time. Setting the primary
control error to zero, and inspecting the controlled zero dy-
namics in the secondary error coordinates introduced, it is
easily seen that the zero dynamics of the system are asymptoti-
cally stable. Local Lyapunov stability of the full system follows
from Iggidr et al. [19] (cf. also [39, Th. 2.24]). It remains to
show that the closed-loop system is asymptotically stable.

Although the secondary control task perturbs the dynamics of
the full system, the control for the primary task (41) directly com-
pensates for any dynamic coupling, and the stability analysis of
Lemma 3.3 remains valid. It follows that bounds C, o > 0 exist
(possibly depending on initial conditions), such that

Isk(F)Q| = |rpQ| < Coeot.

This is best seen by inspecting the form of (28) and (29), and
noting that exponential bounds will apply to the second deriva-
tives of these expressions, in which the control inputs enter in
the form shown. Note that |o1| < |¢3] + |U| = 2, and hence
|Ufsk(F2)7rFQ| < 2CHe™ .

Set
2C
20 —at

o

Z/{t :W+

to be a time-dependent positive function for secondary control-
task error analysis. From (59), along with the discussion above,
it follows that

U; < —cla?YYTal — czo%.

IEEE TRANSACTIONS ON ROBOTICS, VOL. 21, NO. 2, APRIL 2005

Fig. 4. Prototype (uninstrumented) X4 flyer.

Since U; > 0 and its derivative is negative semidefinite, U; —
U* > 0 converges asymptotically to a minimum value. Ap-
plying Barbalat’s lemma to the integral of the right-hand side
[21, Th. 4.8], it follows that

2
61|YT0'1| + 62|(72|2 — 0

asymptotically. Combining this with Lemma 3.3 completes the
proof. ]

Lemma 3.4 ensures convergence of ¢5 into the plane given
by span {F3, F}. Additional constraints on the error cannot be
achieved without imposing constraints on the primary control
task. By wisely choosing the body-fixed frame direction F'5, the
secondary control design proposed can be applied to most de-
sired trajectories. In particular cases, it may be desirable to con-
sider an alternative visual feature to ¢J that allows additional
freedom in specification of the secondary control task. The two
visual features used in the proposed control design, ¢; and ¢,
have the advantage that they are highly robust to camera calibra-
tion error and pixel noise, and are simple and quick to calculate.

IV. EXAMPLE SYSTEM AND SIMULATION

In this section, the procedure presented in Section III is ap-
plied to an idealized model of the dynamics of an X4 flyer.

An X4 flyer consists of four individual rotors fixed to a rigid
cross frame (cf. Fig. 4). It operates as an omnidirectional vehicle
capable of quasi-stationary flight. An idealized dynamic model
of the X4 flyer [1], [15] is given by the rigid-body equations
(1)—(4) along with the external force and torque inputs

F=—-TES +mgR"E} (60)
D =T, E¢ 4+ [oES + T4 ES ©1)
where (cf. Fig. 5)
T =Ty + Tyt + Tpe + Ty (62)
Iy =dTs + T — T — Toat) (63)
To=d(Tr1 +Tp — Tor — Tr) (64)
U3 =6(Tgr + Tt — Trr — Typ). (65)

The individual thrust of each motor is denoted 7{ ), while « is
the constant ratio between thrust and induced couple due to air
resistance, and d is the offset of each rotor from the central axis
of the flyer.

To simplify the analysis, assume, without loss of generality,
that w = FE, is parallel to the z axis of the world frame. The
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Fig. 5.

Force and torque inputs for an X4 flyer.

LHS of (41) that governs how the physical control action enters
the system is

T 2
TT 1
f

It is clear that as long as 7" # 0, the control signals 7y, 7o,
and f = T may be used to achieve the primary control task.
In the case of an X4 flyer, flying with a small forward velocity
(i.e., in quasi-stationary flight), the thrust must approximately
cancel the gravitational force T' ~ mg. The yaw control 73 is
free to stabilize the yaw angle using the second objective (57).
The second reference direction F'5 is chosen to be

Tsk(F)r+ Ff = (66)

F, = E°. (67)

A. Simulation Results

The simulations undertaken consider the case of tracking two
parallel lines with a constant velocity. The desired image of
the two lines is chosen such that the camera set point is lo-
cated 2 m above the target. The desired forward velocity is
0.5 m.s~!. The X4 parameters used are m = 0.6 kg, I =
diag[0.4,0.4,0.6] kgm?, g = 10 m/s>, d = 0.25 m, and k =
0.01.

For the simulation undertaken, limiting bounds were chosen
on the eigenvalues of the matrix @ [cf. (17)]

Amin = 0.01m ! and Apyax = 5m 1.
The region in task space for which these bounds remain valid is
a compact set, denoted Y, that excludes the target points (cf.
Fig. 6). Extensive simulation has shown that the form of the
region Y shown in Fig. 6 is indicative for sets of linear fea-
tures lying roughly on a planar surface. By construction, the
closed-loop analysis undertaken in Section III is valid for any
trajectory that lies within the region. In fact, only the bound on
Amax 18 required for Lemma 3.3. Geometrically, the bound on
Amax corresponds to excluding a small ball, of radius approxi-
mately 1/Amax around each target point in the (z, z) plane (cf.
Fig. 6). This is due to the dependence of @ [cf. (13)] on the
inverse distance of the target point. Physically, the bound is as-
sociated with the sensitivity of the image feature to motion in

y—axis

Fig. 6. Cross section in the (v, z) plane of region for which the bounds
Amax < B, Amin > 0.01 are valid for two parallel line targets (marked by
circles), with u parallel to the x axis (pointing out of the page). Trajectory
shown is the projection onto the (x, z) plane of the ideal closed-loop response
of the system.

Cartesian space; a large bound A,y indicates that a small mo-
tion in Cartesian space may cause a large change of ¢ in image
space.

The lower bound A, leads to the outer boundary of Y. The
outer boundary is approximately spherical around a distributed
target cluster. In the case that the targets are co-planar, as is the
case in this example, then A,;, (@) = 0 on the plane containing
the target points, and the spherical boundary is pinched together
along the target plane (cf. Fig. 6). Physically, the bound is as-
sociated with the inverse sensitivity of image feature to motion
in Cartesian space; a small value of \;, indicates that a large
motion in Cartesian space will cause only a small change of ¢
in image space. A similar situation in a classical IBVS con-
trol design would be of concern, since the linearizing control
in classical IBVS design involves inverting the image Jacobian
containing the matrix @ [cf. (15)]. Implementing a classical
IBVS controller leads to a demanded control input of the order
1/Amin, close to the boundaries of Y. The nonlinear approach
taken does not attempt to invert the matrix (), and this problem is
avoided. Indeed, when distant from the target cluster, the image
error is bounded above by

l01] < [q*[ + lq1| < 2n

and consequently, the desired velocity is bounded above. By
scaling the image feature, this velocity upper bound can be
arbitrarily assigned and used as a practical saturation on the
closed-loop system response. Indeed, for initial conditions dis-
tant from the target cluster and goal vectors lying within Y, the
image error is dominated by the image feature ¢; (that points
directly toward the target cluster), and the closed-loop system
will converge toward Y with velocity equal to the saturation
bound chosen. It is only within Y that the exponential conver-
gence associated with the linearized error dynamics inherent in
a classical backstepping procedure will be observed.
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Fig. 7. Evolution of the closed-loop trajectory for the proposed control design in the ideal case.

An estimate of the size of the region YT can be computed by
considering the case of two image points and a test point sym-
metrically above two target points at height ~. The minimum
sensitivity of change in @ will occur in the vertical direction
and will be equal to the rate of change of |¢| in this direction

A _ |4 h
min(Q) = dhq( )‘ :

Direct geometric construction yields
2
Ain & ——— (68)
(4hfax +1%)°
where hp,.x 1S the maximum height of the region while r is the
distance between the target points. For the case shown in the
example, choosing A, = 0.01 leads to a maximum height
estimate hmax ~ 5.75 m. Additional target points lying on the
line between the outer two points will act to increase the size
of Y. The size of the set shown in Fig. 6 depends (in a natural
manner) on the size of the target.
Given suitable bounds Ap,,x and Ay it is possible to make
the following qualitative observations.

1) Within Y, the Cartesian response and the image-based
response will be comparable, and the backstepping con-
trol design ensures locally exponential convergence.

2) For A\;(Q) < Amin, the image error will be dominated by
the component ¢; and the system will converge toward
the target cluster with constant velocity.

3) For \(Q) > Amax, the convergence proof contained in
Lemma 3.3 does not hold. This is due to the very high
sensitivity of the image features to movement in Carte-
sian space, and the failure of the stability analysis does

not necessarily indicate the presence of extreme or unde-
sirable behavior of the system in Cartesian space.
For the simulation undertaken, the initial condition was
chosen such that the X4 was initially in stable stationary flight
in the specified region (Fig. 6)

=025 —4)7, Ry=1I;, &=0=0.
According to standard aeronautical conventions, height is mea-
sured down relative to the aircraft, and hence, the height of the
X4 is negative with respect to the world frame. The control gains
used were k1 = 0.4 kg.m.sfl, ko =6 kgfl, ks = 3.5 kg.sfl,
ks = 3.5 kg.sfl, and [ = I3 = l; = 1 s~!. These gains satisfy
the conditions of Lemmas 3.3 and 3.4.

In Fig. 7, the performance of the algorithm in the ideal case
is shown. In this experiment, the camera is modeled as a con-
tinuous system with no pixel quantization or frame-rate delay.
No disturbances to the system dynamics are considered. Fig. 7
clearly shows the exponential convergence of the error signals.
The X4 achieves perfect tracking after a short transient. It is in-
teresting to note that the roll and pitch of the X4 converge to
zero, despite the fact that the X4 is flying forward with constant
velocity. This is natural, since the simulation does not consider
aerodynamic drag effects.

The idealized model [(1)—(4) with external force and torque
(60) and (61)] is at best an approximation of the full dynamics of
the X4 flyer. There are four main causes of error in the dynamic
model used in the control design.

1) The expression of the force F' in (60) is affected by dy-
namic perturbations

F = -TEj + RTmgE§ + A. (69)
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Fig. 8. High-frequency noise added to the attitude estimates.

The perturbation A contains unmodeled lift and drag
effects, wind gust effects, and intrinsic parasitic forces
linked to coupling between torque control and transla-
tion forces (cf. the discussion of zero dynamics in recent
work on flying robots [14], [22], [24], [42]).

2) Several rotors operating in close proximity to each other
can interfere with each other’s airflow characteristics and
lead to disturbances in the torque control inputs.

3) The state measurements of velocity, attitude, and angular
rate are subject to sensor noise that is only partly reduced
by filtering.

4) The discrete image sampling, both in time (frame rate)
and space (pixels), will generate both dynamic and static
error in the image feature ¢, and o .

In practice, the best performance that can be expected is a prac-
tical stabilization of the system to a neighborhood of the desired
trajectory. A full analysis of the practical stability margins of the
system is beyond the scope of this paper (a similar analysis is
undertaken in [24]). The simulations presented demonstrate the
effects of the important perturbations and show viability of the
control design.

In the second simulation, the more important disturbances to
the X4 system were modeled as best as possible. The camera
is modeled by a discrete image sampled at a frame rate of 30
Hz. High-frequency noise is added directly to the estimates of
the attitude. The magnitude of the noise signal used is shown
in Fig. 8. In addition to the noise terms, a deterministic (low
frequency) noise-like disturbance is added to the torque control

T = Tcontrol T Tnoise- (70)
This simulates the “surge”-type effects that occur due to inter-
action of inflow and wakes of the four rotors

Tnoise = 0.05

o (i) Q) ()] o

Finally, an aerodynamic drag term of the form

03 0 0 \A
D=—abs(V)T [ 0 03 0 |V, abs(V)= [ |V
0 0 05 \d

(72)

was added to the translation dynamics. Due to the form of the
X4 flyer, the drag in the z axis is greater than the drag in the =z,
y directions.

The effects of the disturbances in the closed-loop response
is clear from Fig. 9. The attitude response of the system is per-
turbed by the measurement noise and surge disturbances in the
torque control. Due to the backstepping design, there is an in-
herent low-pass filter between the attitude dynamics and the
position control, and the high-frequency noise in the attitude
dynamics is highly attenuated in the translation dynamics. The
low-frequency surge effects do affect the translation dynamics.
This can be seen by comparing the offset present in the roll ¢ due
to surge disturbance and the slight offset in the y axis tracking
(an error of around 18 cm).

The proposed backstepping control may be considered as a
nonlinear analog of a proportional-derivative-type controller.
Consequently, it is expected that the drag term added to the
perturbation of the translation dynamics will lead to a slight
offset in the tracking error 7. To provide a clear picture of
this effect, a close-up view of the pitch and velocity response
are plotted in Fig. 10, along with the (ideal) desired set points.
Based on the model of the drag term, the choice of gain ls = 1,
and the practical stability provided by a quadratic Lyapunov
function, one may approximate the relationship between the
actual velocity achieved by the closed-loop system and the
desired set point velocity by

~ 2
Vdesired — Vactual ~ 0'2vactual' (73)

Solving the quadratic for wv,ctya; for the given set point
Vdesired = 0.5, one obtains an estimate vaciual ~ 0.442 m/s.
Regarding Fig. 10, this corresponds to the observed velocity
v,.. If exact tracking is required and the drag coefficient is
known, it is possible to use the above analysis to anticipate the
tracking offset for a given set point, and compensate with a
slight increase in the set point velocity. This approach is effec-
tively a combined feedforward/feedback control architecture.
Alternatively, if the drag coefficient is unknown or slowly time
varying, then adding an integrator or developing a full adaptive
control design is possible. In practice, the tracking error is so
small that the proposed control leads to acceptable closed-loop
performance.

V. CONCLUSIONS

In this paper, an IBVS control design was proposed to
track parallel linear features for underactuated rigid-body dy-
namics. The approach taken uses the binormalized Euclidean
Pliicker coordinates to represent linear features. The tasks of
line tracking and velocity regulation are decoupled, and the
passivity-like properties of rigid-body dynamics are preserved
separately in each control task. A secondary control design
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Fig. 10. Steady-state response of the pitch 6 and the velocity v, for the
perturbed stimulation. The presence of unmodeled drag disturbance leads to
a tracking error in the velocity and an associated constant pitch offset in the
direction of motion.

is undertaken to regulate the remaining degree of liberty in
the attitude dynamics typical of dynamic models of UAVs
capable of quasi-stationary flight. This paper forms a part of an
ongoing worldwide effort to control small UAVs in real-world
conditions, using low-cost light sensor systems. In future work,
we will consider dynamic manoeuvres, such as landing an
aeroplane, where the path tracked is not a constant line parallel
to the data observed. We are also working on implementing
the results on prototype flying robots and actively investigating
issues associated with the sensitivity of the control design and
image features used.
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