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Abstract

Data linkage is the task of matching and aggregating
records that relate to the same entity from one or more data
sets. A related technique is geocoding, the matching of ad-
dresses to their geographic locations (latitude and longi-
tude). As data linkage is often based on personal informa-
tion (like names, dates of birth, and addresses), privacy and
confidentiality issues are of paramount importance, espe-
cially when linking data across organisations.

In this paper we present an overview of current ap-
proaches to privacy-preserving data linkage and geocoding
and discuss their limitations, and using several real-world
scenarios we illustrate the significance of developing im-
proved techniques for large scale and distributed privacy-
preserving linking and geocoding. We discuss four core ar-
eas of research that need to be addressed in order to make
linking and geocoding of large confidential data collections
possible: secure matching techniques, automated record
pair classification, scalability, and techniques that prevent
re-identification of records over collections of linked data.

1. Introduction

Many organisations are collecting, storing, processing,
analysing and mining fast-growing sets of data containing
tens or even hundreds of millions of records, with mil-
lions of records being added per annum. Examples of
such data collections occur in retail, credit card and insur-
ance administration, telecommunication, census, taxation,
the health sector, and in security and intelligence agencies.
In many cases this data is about people and contains names,
addresses, dates of birth, and other personal information.
Analysing and mining such large data sets often requires
information from multiple data sources to be combined,
linked and aggregated in order to enable more detailed anal-
ysis, and even allow studies that otherwise would have been

impossible [9]. Today, data linkage not only faces computa-
tional and operational challenges due to the increasing size
of data collections and their complexity, but also privacy
and confidentiality challenges due to growing concerns by
the general public about their personal information being
linked and shared between organisations [18, 31].

Data or record linkage (also known as data matching or
data integration) has traditionally been used in statistics for
linking census data [49] and in the health sector for longi-
tudinal and epidemiological studies [31]. For example, re-
search in Western Australia based on an ambulance cardiac
arrest database linked with hospital data and death registers
led to the installation of defibrillators in ambulances and
hospital wards, and the appropriate training of nurses as first
aid responders, saving many lives [9]. Today, data linkage
techniques are increasingly being applied in and between
government organisations to improve outcomes in taxation,
census, immigration, social welfare, in crime and fraud de-
tection, and in the assembly of terrorism intelligence [45].
Many businesses routinely deduplicate and link their data
sets when compiling mailing lists, and databases contain-
ing customer information are often sold to specialised busi-
nesses for marketing purposes.

A technique related to data linkage is geocoding [16],
the matching or linking of addresses (that can contain ty-
pographical and other errors, be incomplete, or out-of-date)
to a reference database of standardised and validated ad-
dresses and their geographic locations (latitude and longi-
tude). Geocoding is significant, as it is the initial step before
data can be loaded into geographical information systems,
and before it can be spatially analysed, mined or visualised.
Spatial data analysis is crucial, for example when dealing
with outbreaks of rapidly spreading contagious diseases, or
when investigating crime and terrorism intelligence. Accu-
rate linkage of addresses is important, as any subsequent
data processing, visualisation, analysis and mining depends
upon the quality of the linked data.

Computer-assisted data linkage goes back as far as
the 1950s. The mathematical foundation of probabilistic



(or statistical) data linkage as developed by Fellegi and
Sunter [26] in 1969 is still the basis of many current link-
age systems. Often the linkage process is challenged by
the lack of a common unique entity identifier, and thus be-
comes non-trivial [49]. In such cases, person identifiers
(like names and dates of birth), demographic information
(like addresses) and other data specific information (like
medical details or customer information) have to be used
to achieve good linkage results. These attributes, however,
can contain typographical errors, they can be coded differ-
ently, parts can be out-of-date or swapped, or even be miss-
ing. In the classical probabilistic approach [26, 49], pairs
of records from two data sets are compared using various
similarity functions (like exact or approximate string, nu-
merical, date, or age comparisons). The resulting numer-
ical similarity values for a record pair are summed into a
matching weight R. Two thresholds tlower and tupper (with
tlower < tupper) are then used to classify a record pair:

if R > tupper → match,
if tlower ≤ R ≤ tupper → possible match,
if R < tlower → non-match.

The class of possible matches are those record pairs for
which human oversight, also known as clerical review, is
needed to decide their final linkage status. In theory, it is
assumed that the person undertaking this review has access
to additional data (or may be able to seek it out) which en-
ables her or him to resolve the possible matches. In practice,
however, often no additional data is available and the cler-
ical review process becomes one of applying experience,
common sense or human intuition to make the decision.

Data linkage of two data sets A and B considers record
pairs in the product space A × B and determines which
of these pairs are matches. The number of possible pairs
equals the product of the sizes of the two data sets, so the
straight forward approach results in a quadratic complexity
of O(|A| × |B|), where | · | denotes the number of records
in a data set. This naive approach is computationally only
feasible for small data sets containing up to several thou-
sand records each, as, for example, linking two data sets
with 100, 000 records each would result in 1010 (ten bil-
lion) record pair comparisons. Techniques known as block-
ing [4, 15] are applied to reduce the number of record pairs
that will be compared. These methods work by cluster-
ing records into blocks [22] and only comparing records
within the same block, thereby reducing the complexity of
the overall linkage process.

In recent years, researchers have started to explore the
use of techniques from machine learning, data mining, in-
formation retrieval, and artificial intelligence to improve the
linkage process. A popular approach [6, 10, 21, 50, 53] is
to learn distance measures (like edit-distance) that are used
for approximate string comparisons [13]. As shown in [21],

combining different learned string comparison methods can
result in improved linkage classification. An information
retrieval based approach [20] is to represent records as doc-
ument vectors and compute the cosine distance between
such vectors, while [35] explores the use of support vector
machines to classify record pairs. Active learning is used
in [41] and [46] to address the problem of lack of training
data. The basic idea is to use human input only where a clas-
sifier cannot provide a clear result, thereby significantly re-
ducing the manual training process. A hybrid system is de-
scribed in [25] which utilises both unsupervised (clustering)
and supervised (instance-based learning and decision trees)
machine learning techniques. High-dimensional overlap-
ping clustering is applied in [34] as an alternative to tradi-
tional blocking (in order to reduce the number of record pair
comparisons to be made), while in [27] the use of simple k-
means clustering together with a user-tunable fuzzy region
for the class of possible matches is investigated. Methods
based on nearest neighbours are explored in [11], with the
idea being to capture local structural properties instead of a
single global distance approach. Graphical models [38] are
another unsupervised technique that aims at using the struc-
tural information available in the data to build hierarchical
probabilistic models for record pair classification.

Many of these new approaches are based on supervised
learning techniques and require training data, which is
often not available in real world situations, or only obtain-
able via manual preparation (a costly process similar to
manual clerical review). Additionally, many of the recent
publications in this area present experimental studies that
are based on only small data sets with a couple of thousand
records [12]. More work is required in this area to develop
fully automated data linkage and geocoding techniques for
very large data sets with millions of records.

Linking or geocoding today’s massive data sets with mil-
lions of records has the following three major challenges.

• First, even when using blocking the computational re-
quirements (memory usage and CPU time) result in
linkage run-times of hours even on powerful modern
machines. For example, linking two data sets with
5, 000, 000 records each and a blocking technique that
reduces the number of record pairs from 2.5 × 1013

to 100, 000, 000 (so that in average each record in one
data set is compared to twenty records in the other data
set), assuming that 10, 000 record pairs can be com-
pared per second (0.1 milli-second per comparison),
will take almost three hours.

• Second, comparing large number of record pairs also
results in many pairs being classified as possible
matches, and the manual clerical review process there-
fore becomes more time consuming, or even impossi-



ble. For the above example, if only 0.01% of the com-
pared record pairs are classified as possible matches,
manual review is required for 10, 000 record pairs.
This will be a very tedious task requiring expensive
human resources. Total project times of several weeks
for large linkages using current techniques and involv-
ing several linkage experts are not uncommon.

• The third major challenge in data linkage and geocod-
ing are privacy and confidentiality concerns that arise
when personal or confidential data is used for link-
ing. Protecting the personal details of individuals is
paramount, for example in the health sector, where
a breach of privacy could lead to a person’s medical
history being compromised. New application areas
of data linkage, for example electronic health records
stored on smart-cards that can be accessed by GPs and
specialist doctors, public and private health insurers,
as well as the national health administration system,
or national security surveillance systems that link data
from various government and private sources, will only
gain public acceptance if privacy and confidentiality of
all records in such data collections are guaranteed.

New computational techniques are required for increased
linkage performance on modern parallel and distributed
computing platforms, and automated decision models are
needed that will reduce or even eliminate the manual cler-
ical review step while keeping a high linkage quality.
Privacy-preserving linking and geocoding techniques are
required to allow the linking of large scale data collections
between organisations without revealing any personal or
confidential information. While partial solutions exists to
all three challenges, to the best of our knowledge no cur-
rently available linkage approach is tackling all three.

The contributions of this paper are to provide an
overview of the currently available privacy-preserving data
linkage techniques and to identify four core research ar-
eas that need to be addressed in order to make distributed
privacy-preserving data linkage and geocoding of very large
data collections possible. In the following section we start
by illustrating the significance of privacy-preserving data
linkage and geocoding by providing several real world sce-
narios, followed in Section 3 by a discussion of current tech-
niques. The four research areas are then identified in Sec-
tion 4, and we conclude this paper with a short discussion
of further issues in Section 5.

2 Data linkage and geocoding scenarios

While analysing linked or geocoded data can be bene-
ficial in areas like health and crime and terror detection,
many individuals are increasingly worried about their
personal information being collected, linked and shared

by various organisations. Linking and geocoding data can
result in a breach of privacy for the individuals involved,
or a loss of confidential information for an organisation,
resulting in the rejection of data linkage and geocoding
by the general public as well as private and public organ-
isations. In the following we illustrate these issues using
various scenarios taken from real world situations.

Scenario 1: An epidemiologist working at an university
is interested in analysing the effects of car accidents upon
hospital admissions, for example what types of injuries are
most common, the resulting financial burden upon the pub-
lic health system, and the general health of people that were
involved in serious car accidents. To be able to achieve such
an analysis, the researcher needs access to hospital data,
as well as detailed data from car insurers and possibly even
access to a police database. 2

In this scenario, the researcher might be able to get
access to all source data containing identifying information
(following proper regulatory procedures, like getting
approval from ethics committees, signing confidential-
ity agreements, etc.), in which case the linkage can be
performed by the researcher (or a support entity at the
researcher’s university) following strict security and access
limitations. Alternatively, the data could be transfered to
a trusted proxy organisation, for example a linkage unit
within a government health department, which performs
the linkage and only provides the linked data without
identifying information to the researcher. In both cases,
however, the original data (encrypted only for transfers
between organisations) has to be made available to the
party undertaking the linkage (i.e. the original unencrypted
identifying values are needed for the linkage). This
limitation might prevent an organisation from being able or
willing to provide their data towards such a linkage project,
and thus prevent an analysis that would be of significant
benefit.

Scenario 2: A population based cancer register aims to
geocode their database in order to conduct a spatial analy-
sis of different types of cancer in their region. Due to limited
resources the register cannot invest in an in-house geocod-
ing system (i.e. software and personnel) but it is reliant on
an external geocoding service. 2

The legal or regulatory framework might not allow the
cancer register to send their data to an external organisation
for geocoding. Even if allowed, complete trust is needed
in the capabilities of the external organisation to conduct
accurate geocoding, and to properly destroy the register’s
address data afterwards. If the geocoding organisation is
a commercial company, limited independent information
will be available to the register about its matching perfor-
mance. In order to obfuscate their data the register might



use chaffing [40] by adding dummy address records into
their database. This will however increase the costs of
geocoding, as commercial services charge according to
the number of addresses they geocode. As an alternative,
the register might be able to use the geocoding service
of a trusted proxy organisation, like a government health
department. In any case, the original addresses have to be
made available to the outside organisation that performs
the geocoding.

Scenario 3: Two pharmaceutical companies are inter-
ested in collaborating on the expensive development of new
drugs. Before initiating the collaboration the companies
wish to identify how much overlap of confidential research
data there is in their databases (in order to determine the
viability of the proposed collaboration), but without having
to reveal any confidential data to each other. 2

This scenario requires techniques that allow sharing of
large amounts of data in such a way that similar data items
are found (and revealed to both companies) while all other
information is kept confidential. Such techniques would
thus prohibit any data from one company being available in
its original form to the other company, and vice versa. The
involvement of a third party to undertake the linkage will be
undesirable to both companies due to the risk of collusion
of the third party with either company, or potential security
breaches at the linkage party by intruders.

Scenario 4: A national security agency is collecting and
linking information from various data sources, including
government and commercial databases, as well as public
data as available on the Internet, with the aim to prevent
crime, fraud and terrorism through surveillance of suspi-
cious individuals. Even when done within a legal frame-
work, there is limited public support of such a scheme due
the possibility of potential misuse of the linked data. 2

In this scenario, techniques are needed that allow large
scale linking of massive data collections with millions to
billions of records between organisations without any of
the data sources having to reveal any of their identifying
data. Only in a situation where a set of records were
matched (indicating suspicious behaviour) more detailed
information can be released to the security agency. Equally
important in this scenario is public understanding of how
such privacy-preserving techniques work, and that they
protect every individual’s personal information while still
allowing security agencies to track suspicious individuals
in order to prevent crimes and terrorism.

Scenario 5: A honest but curious researcher has access to
linked data sets that were provided to the researcher’s or-
ganisation over a period of time through several research
projects. While the linked data sets separately do not con-

tain details that allow identification of individuals, the re-
searcher is able to match records from a midwives data
set with records from a HIV database using the commonly
available attributes (like postcode, and year and month of
birth of mothers). Using a public Web site containing birth
notifications, the researcher is able to positively identify
births in regional areas by mothers whose details are stored
in the HIV database, as year and month of birth of babies
are also available in the midwives data set. 2

This scenario highlights the need for techniques that
prevent re-identification through linking of several data
sets, possibly including data that is publicly available, that
individually only contain de-identified data (i.e. data that
does not allow re-identification).

Scenario 6: A national census organisation aims to conduct
longitudinal linkage of census data that is being collected
at ten year intervals. However, national legislation dictates
that names and addresses of all census records have to be
destroyed within six months after the census date. 2

Traditional techniques would require that in this sce-
nario only attributes other than names and addresses can
be used for the linkage (like age, religion, profession,
education, etc.), which will limit the quality of the linked
data. Techniques that allow linking of encrypted and
encoded data in such a way that approximate matching is
possible, in combination with locking away the encryption
key until the next census date (preferably to a trusted
external organisation) might make longitudinal linkage in
this scenario possible, both within the legal framework and
the general public’s acceptance.

As illustrated by these scenarios, secure techniques are
needed that allow the efficient linking and geocoding of
large data sets without any possibility that personal or confi-
dential information can leak or be compromised. In the fol-
lowing section we present partial solutions that have been
developed to tackle this challenge, and in Section 4 we dis-
cuss four core research areas needed to make large scale
distributed privacy-preserving data linkage and geocoding
possible.

3. Current Approaches

Traditionally, data linkage techniques have required that
all the identifying data in which links are sought be revealed
to at least one party, often a third party (for example the re-
searchers or their proxy). Good practice dictates that medi-
cal and other substantive attributes should be removed from
the records before passing them to a person or organisation
undertaking the data linkage operation [17, 31]. This, how-
ever, does little to obfuscate the source of those records.
In many circumstances knowledge of the data source per-
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Figure 1. Basic two-party linkage protocol.

mits significant and highly confidential information to be in-
ferred about individuals who are identified in the candidate
records to be linked. Furthermore, the party undertaking the
linkage necessarily requires access to all records in all the
data sets to be linked, because there is no way of knowing
prospectively which records will match. Traditional data
linkage methods thus require the disclosure of confidential
information about large numbers of individuals, albeit to a
small number of people who actually undertake the linkage.

This approach clearly invades the privacy of all individ-
uals concerned [5], and requires complete trust in the inten-
tions of the parties involved, and their ability to maintain
confidentiality, as well as security, of their computing and
networking systems. It is typically infeasible to obtain con-
sent for this invasion of privacy from all individuals iden-
tified in each of the databases, instead one or more ethics
committees or institutional review boards must consent for
the linkage on behalf of all the individuals involved.

Various approaches and protocols on how to better pro-
tect the privacy of individuals whose records are to be linked
have been developed in recent years, mainly in the health
sector. One approach is to severely limit the identifying
data items which are disclosed to the data linking party
– an approach which has been termed anonymous record
linkage [7]. This approach has the disadvantage that as the
number and details of the (partially) identifying data items
which are disclosed to the linkage party are reduced, the
accuracy and overall efficiency of the linkage operation are
diminished. Truly anonymous data does not contain suffi-
cient partially identifying information to permit any useful
data linkage, by definition.

Another approach is to physically separate the identify-
ing attributes from medical or other sensitive data and to
use a highly trusted third party to undertake the linkage.
A simple protocol based on this idea is described in [31],
and a variation of this approach is currently being used by
the Western Australian Data Linkage Unit.1 A similar ap-
proach aimed at population based disease registers is dis-
cussed in [17], where medical details are separated from
person identifiers and encrypted using different keys, and a
highly trusted third party is responsible for obfuscating the
sources of records before sending them to a single popula-
tion register that is responsible for the linking of personal
details and maintaining unique person identifiers.

1 URL: http://www.dla.org.au
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Figure 2. Basic three-party linkage protocol.

However, the invasion of privacy could be avoided, or at
least mitigated, if there were some method of determining
which records in two databases matched, or were likely to
match on more detailed comparison, without either database
having to reveal any identifying information to each other or
to a third party. De-identified (or anonymised) versions of
the linked records can then be used for subsequent analysis.
If the use of anonymised data is not feasible, then at worst
only a small subset of records from each of the databases
(the records that were matched) needs to be given to the
researchers, in which case it may be feasible to obtain direct
consent from the individuals concerned.

First methods based on cryptographic techniques that
implement this idea were proposed in the mid-to-late 1990s
by a team of French researchers [8, 24, 37]. These methods,
which use keyed one-way hash encoding functions [43],
allow the party undertaking the linkage to use all of the
partially-identifying data items available in the data sets to
be linked, but without this party seeing any of the actual
values of those data items. Unlike traditional data linkage
techniques, these methods provide good protection against
a single party, acting alone, attempting to invade privacy or
breach confidentiality. Distributed secure data linkage using
keyed one-way hash encoding functions has subsequently
been described in [42]. However, this work does not address
the important issue of (typographical) errors which occur in
most real world databases, and thus this approach is limited
to exact matching only.

In general, cryptographic approaches to secure data link-
age and data sharing can be classified into two- and three-
party protocols, as illustrated in Figures 1 and 2.

3.1 Secure two-party protocols

In a two-party protocol, the two data sources, named Al-
ice and Bob, wish to share or link data in such a way that
only information about the shared data is revealed to both
parties. The general approach of two-party protocols con-
sists of the following three steps.

(1) The two parties agree on a secret random key, which
they share only with each other. The Diffie-Hellman
key agreement protocol [23] can be used for this. All
subsequent transfers of data between the two parties



are assumed to be authentic and secure through the use
of a public key infrastructure (PKI) [43] (the agreed
secret key is used to sign and encrypt all messages).

(2) Both parties pre-process, transform and encode their
data according to an agreed manner (they might also
add chaff [40] to their data in the form of dummy
records). Each party then sends this encoded data to
the other party.

(3) Each party now performs the linkage using their own
and the encoded data received from the other party, and
then returns information about the linked records back
to the other party. This information might only be the
number of similar records in common in both parties,
or the identifiers of these records. Depending upon the
information exchanged, a party might also be able to
infer more details about the other party’s data.

Depending upon the actual linkage technique employed,
steps (2) and (3) might be repeated several times. A most
important requirement for any two-party protocol is that at
any time during the protocol no party will have all the in-
formation needed to infer the original record values held by
the other party.

A secure two-party protocol for string distances, includ-
ing TF-IDF (commonly used in information retrieval) and
the Euclidean distance is discussed in [39]. This proto-
col is based on a stochastic scalar product, that is provably
consistent and as secure as the underlying set-intersection
cryptographic protocol it is using. Another two-party pro-
tocol for secure and private sequence comparisons based
on the commonly used edit-distance approach is presented
in [3]. It applies homomorphic encryption in such a way
the neither party at any time has information about the
complete dynamic-programming matrix used for the edit-
distance calculation (as this would allow a party to infer
details about the original data held by the other party).

3.2 Secure three-party protocols

Three- or third-party protocols for privacy-preserving
data linkage are based on the idea that a (more or less
trusted) third party, Carol, performs the linkage, without ei-
ther of the two data sources having to reveal any identifying
information to any other party. Similar to two-party proto-
cols, the general approach of three-party protocols consists
of the following three steps as illustrated in Figure 2.

(1) The two data sources again mutually agree on a secret
random key, which they share only with each other, but
not with the linkage party Carol.

(2) Both parties pre-process, transform and encode their
data according to an agreed manner and using the se-
cret key, and then send the encoded data to the linkage

party, which performs the linkage without seeing any
of the original values. It is assumed that the commu-
nication between the two data sources and the linkage
party is secured using PKI with two different keys used
between Alice and Carol and Bob and Carol.

(3) Information about the linked data is sent back from
Carol to the two data sources. Again, this might only
be the number of similar records in common, or in-
clude the identifiers of these records.

Several three-party protocols for privacy-preserving data
linkage have been developed in the last few years, with dif-
ferent techniques of how the linkage party is calculating the
similarity between values, and with different amounts of in-
formation that can be inferred by any of the parties involved.

A protocol termed blindfolded record linkage based on
q-grams is presented in [18]. It allows for approximate
matching of values with typographical errors by calculat-
ing the Dice co-efficient [13] similarity measure between
hash-encoded sets of q-grams. Weaknesses of this proto-
col include that Carol could mount a frequency analysis at-
tack against the encrypted q-gram sets and compare them
to frequencies in similar data (for example names taken
from a telephone directory), while the second threat is that
Carol is colluding with Alice (or Bob) in an attempt to dis-
cover Bob’s (or Alice’s) values. Several remedies are de-
scribed [18], including the last minute election of the link-
age party from a collection of many functionally equivalent
parties. Proof-of-concept code has shown the feasibility of
this approach; however, the computational and communica-
tion overheads of encoded q-gram sets make the approach
currently impractical for linking large real world data sets,
or data containing long sequences such as those used in ge-
nomics or proteomics [18].

Two three-party protocols for data linkage and cohort ex-
traction (without revealing the membership of any individ-
ual in the cohort to the data source) are presented in [36].
They are based on hash encoded values and improve the
security weaknesses of [18]. Building on ideas presented
in [1] on information sharing in private databases, the two
protocols put together allow a third party (e.g. a researcher
requiring access to the linked data) to construct a linked data
set so that (1) no identifying information is revealed to any
other party by any data source, and (2) no data source learns
which data has been extracted from their database. The pre-
sented protocols also have good security characteristics and
minimise information leakage. They can, however, only
perform exact matches and cannot deal with typographical
errors and other variations in the data.



3.3 Secure blocking

One crucial issue when linking large data sets is block-
ing, the techniques applied to reduce the number of record
pair comparisons. A first set of methods for privacy-
preserving blocking has recently been presented in [2]. A
secure three-party protocol based on hash encoded values
(named hash signatures) and TF-IDF (similar to [39]) is
used, and three different blocking methods are discussed.
The basic idea is to compare records only if they have at
least one token (e.g. a word) in common (hash encrypted
binary representations of the records are used). Security is-
sues are discussed and experimental results using smaller
data sets (with around 5,000 records each) are presented,
showing the practicality of the approach. To our knowl-
edge, this is the only work that so far has been done in this
area.

3.4 Secure geocoding

Privacy-preserving data linkage techniques can also be
useful for geocode matching. Traditionally, there are two
basic approaches to geocoding. In the first, the data to
be geocoded is sent by the data source to a (commercial)
geocoding service, thereby compromising the privacy of
all addresses in the data. In the second approach, the
data source purchases the geocoding software and refer-
ence database, and then performs the geocode matching
in-house. The advantage of this second approach is that
no addresses have to be given to an external organisation;
however, the disadvantages are the costs of purchasing the
geocoding system and reference data, as well as training of
in-house expertise in performing geocoding. Thus, the sec-
ond approach will only be viable for large organisations, but
prohibitive for research groups and non-government organ-
isations like disease registers.

While geocoding is similar to data linkage [16], it is spe-
cific in that addresses are linked with a large database of
cleaned and standardised reference addresses, and approxi-
mate matches have to be handled in special ways. For ex-
ample, if a given street number in an address is not available
in the reference data, the location of the address should be
extrapolated using the other addresses in the same street.
Similarly, if an address cannot be found in its given post-
code or suburb area, the linkage system should extended its
search to neighbouring areas [16]. Most importantly, the lo-
cations of the linked addresses must not be revealed to the
organisation undertaking the geocoding.

A privacy-preserving geocoding approach would allow
an organisation to locally encrypt their address data and
transfer them to a geocoding service, without having to
reveal any of these addresses, and without the geocoding
organisation learning which addresses are being matched.

Several of the approaches presented in the previous sub-
sections can be used for such a task; however, so far only
in [18] have some initial ideas based on multiple linkage
parties been discussed.

3.5 Secure multi-party computation

Besides the work done in privacy-preserving data link-
age, there is also intense interest in the knowledge discovery
and database communities in privacy-enhanced data min-
ing [19, 47] and secure multi-party computation [30, 32],
as well as secure information sharing [1, 52], a field first
introduced in 1982 [51]. Two-party protocols for mini-
mal information sharing are presented in [1], where pro-
tocols for intersection, equijoin, intersection size and equi-
join size across private databases are discussed and anal-
ysed. The challenges of privacy-preserving data sharing
and integration are raised in [19], and a framework is pre-
sented in the contexts of databases and data mining. Dis-
tributed privacy-preserving data sharing in a system of au-
tonomous entities is presented in [52]. The authors con-
sider a threat space consisting not only of semi-honest but
also malicious adversaries, and define measurements for in-
formation leakage, before proposing two-party protocols
that can efficiently protect privacy. Configurable secure
multi-party protocols are presented in [32]. They are based
on quasi-communicative encryption using the concept of
a one-way accumulator (a hash function that satisfies the
quasi-communicative property). A semi-trusted centralised
third party is assumed that performs the analysis of dis-
tributed data sent to it (but does not hold any data itself),
allowing for secure centralised analysis of multi-party data
in the face of malicious behaviour.

Although it appears that almost any function can be
computed securely without revealing its inputs, all of the
presented protocols do so at the expense of communication
and computational overheads. [1, 32, 52] all consider
the complexity of their protocols, but only [1] gives real
world performance estimations (i.e. estimated run-times for
example applications).

To summarise this overview, many of the presented ap-
proaches to privacy-preserving data linkage are currently in
an initial proof-of-concept or prototype state, in that they
have been evaluated on only small or medium sized data sets
(containing some several thousand records), while other ap-
proaches are limited to exact matching only. Cryptographic
techniques often result in large computational and commu-
nication overheads, making the linkage of very large data
set currently impossible. Additionally, none of the pre-
sented techniques has investigated the use of machine learn-
ing based automated record pair classification (as discussed
in Section 1) within a privacy-preserving framework. In



the following section we identify and discuss four core re-
search areas that need to be addressed to make the privacy-
preserving linking and geocoding of very large data sets in
distributed environments practical.

4. Research Directions

To the best of our knowledge, no work into the overall
development of large-scale distributed privacy-preserving
data linkage and geocoding has so far been conducted. In
the following we discuss the four core research challenges
that have to be addressed to achieve this overall goal.

4.1 Improved secure matching techniques

Of all four areas this is the one where most research has
been done so far. In the previous section we have presented
various approaches based on cryptographic protocols using
either two- or three-party protocols. Some of these methods
offer only partial privacy protection [24, 31] or restrict the
way linkage can be performed [7], while other methods only
allow exact matching [36, 37, 42].

Only in the last three years have methods been devel-
oped that allow approximate matching without the need
of the original values having to be revealed to other par-
ties [2, 3, 18, 39]. These methods compute secure functions
at the expense of communication and computational over-
heads. However, they are partial solutions, in that they don’t
allow the fully automated linking or geocoding of very large
data sets, neither using the traditional probabilistic linkage
approach [26, 49], nor using one of the recently developed
machine learning based techniques (as discussed below).

Research in this area should aim to develop frameworks
that allow the inclusion of a wide variety of secure approx-
imate string comparisons techniques [13], including the
commonly used Jaro and Winkler comparators [49], which
so far have not been converted into a privacy-preserving set-
ting [18]. Secure similarity comparison techniques for nu-
merical, date, age, as well as more complex structured data
values should be investigated as well.

It is also important to develop new methods for privacy-
preserving linkage that have reduced communication and
computational overheads compared to current methods, as
otherwise linking large data sets will be problematic. Se-
cure approaches for both two- and three party protocols are
needed for a large number of similarity comparison tech-
niques [13] in order to facilitate privacy-preserving link-
age and geocoding of data sets with various characteris-
tics and contents in different scenarios. Additionally, all
these techniques have to be considered in combination with
privacy-preserving blocking [2] so that linking of very large
data sets will become feasible. Modifying the developed

protocols and methods so that privacy-preserving geocode
matching can be performed will also be of importance.

As there is often a trade-off between privacy and per-
formance (increased privacy preservation normally comes
at higher encoding and communication costs), it is crucial
to develop theoretical frameworks that allow better under-
standing of this trade-off, as well as methods that offer dif-
ferent levels of privacy preservation to allow the use of link-
ing in applications that require different levels of security.

4.2 Automated record pair classification

This second area of research is important as it will lever-
age the methods developed in the first area, allowing au-
tomated data linkage and geocoding without human inter-
vention. Many linkage methods based on machine learning,
artificial intelligence and information retrieval techniques
have been developed in the past few years [6, 10, 11, 20,
21, 22, 25, 27, 34, 35, 38, 41, 46, 50, 53]. However, none
of these methods takes privacy preservation into account.
Most are based on supervised learning techniques, and thus
require training data that often has to be prepared manually.
As within a privacy-preserving setting only encoded data is
available to the party undertaking the linkage, neither su-
pervised learning nor the traditional clerical review process
of manually classifying possible matches are feasible.

Research in this area therefore has to concentrate on
the development of unsupervised secure classification tech-
niques. While initial work on clustering [22, 25, 27] and hi-
erarchical graphical models [38] have shown to be promis-
ing in the context of data linkage, no work has so far been
done to use such techniques within a secure setting. Un-
supervised techniques have to be reconsidered from a pri-
vacy preservation point of view. For clustering algorithms,
for example, the question of how to calculate distances us-
ing only encoded values has to be solved. Assessing the
quality of privacy-preserving linkage techniques is another
challenge. Techniques developed in privacy-preserving data
mining [47] and machine learning will have to be modified
in order to become suitable for data linkage applications.

Enabling automatic linking and geocoding in a privacy-
preserving setting will significantly impact on the produc-
tivity of the organisations undertaking such linkages, as it
will free up the human resources currently needed for the
tedious manual clerical review process or the manual prepa-
ration of training examples.

4.3 Scalability

While secure matching and automated classification
techniques are at the core of privacy-preserving data link-
age, computational requirements still challenge the link-
ing and geocoding of very large data sets with tens or



even hundreds of millions of records. Techniques need to
be developed that allow distributed linking and geocoding
on modern computing environments like parallel and high-
performance computers, clusters and computational grids.

Being able to securely link large data sets in short time
periods will significantly improve the productivity of the
party undertaking the linkage and result in faster delivery of
the linked data to the end-user (for example a researcher). In
scenarios like an outbreak of a highly contagious disease or
a suspected (bio-) terrorism attack it is absolutely crucial to
get linkage or geocoding results in near real-time (seconds
or minutes).

Only limited research has so far been done in this
area [14, 28, 42]. Some recent work has shown that par-
allel data linkage can achieve good speedup results [14], as
the computationally expensive comparison of record pairs
can be done with only little communication, assuming all
data is available on all computing nodes (like on a shared
memory multiprocessor). This assumption, however, will
not hold for parallel and distributed platforms like clusters
or grids, or when linkage is done between different organi-
sations, possibly using a third party to perform the linking.
Different parallelisation approaches have to be developed to
achieve scalability both with the size of the data sets to be
linked and the number of computing nodes used.

Computational issues that need to be considered in
heterogeneous distributed computing environments include
data distribution and load balancing (due to potentially dy-
namically changing loads on the computing nodes used),
fault tolerance (due to interrupted network connections and
node failures), as well as scalability (the question of how
many nodes to use for a given linkage or geocoding prob-
lem), and the optimal ratio of communication to computa-
tion for a given environment (which might change dynam-
ically at runtime). Addressing these questions within the
framework of privacy-preserving data linkage will result in
practical techniques for linking and geocoding large data
sets. Additionally, issues like access and charging policies
for data linkage and geocoding services, as well as having
suitable user interfaces, have to be solved as well.

Another important issue that is related to scalability is
the availability of large test data collections that will allow
testing, evaluation and comparisons of new algorithms and
techniques. This has so far only been addressed to a lim-
ited extent. To the best of our knowledge, the RIDDLE2

(Repository of Information on Duplicate Detection, Record
Linkage, and Identity Uncertainty) is the only initiative to-
wards this so far. As privacy and confidentiality issues make
it unlikely that real data containing names and addresses
will ever be made publicly available, synthetic data has to
be used. Developing data generators that are able to cre-
ate realistic personal information is a challenging task it-

2 URL: http://www.cs.utexas.edu/users/ml/riddle/

self [12, 29]; however, using synthetic data has the advan-
tages that its content and error characteristics can be con-
trolled, that the deduplication or linkage status is known,
and that such data can easily be made publicly available to
other researchers.

4.4 Re-identification

While this research area is outside the core data link-
age and geocoding functionality, it is nevertheless very
important and has to be considered carefully, as other-
wise all efforts made in privacy-preserving linking can be
made useless. As shown in Scenario 5 in Section 2, while
properly de-identified linked data itself does not allow re-
identification, if linked to other data (possible from ear-
lier linkages or publicly available) it can become feasible
to re-identify certain records. This can obviously result in
loss of privacy and confidentiality for the individuals whose
records are being re-identified.

A large body of work has been done in statistics on
micro-data confidentiality [48], techniques for masking data
(like swapping or aggregating values) so that the data
can be made public while guaranteeing no re-identification
will be possible. In the security and data mining com-
munities initial work on k-anonymity [44] and trail re-
identification [33] will have to be further investigated, with
the aim to fully integrate such techniques into privacy-
preserving data linkage and geocoding systems, so that
during the linkage process information about potential re-
identification can be collected, identified and dealt with.

5 Conclusions

We have presented an overview and discussed the lim-
itations of current approaches to privacy-preserving data
linkage and geocoding. We then outlined four core re-
search areas that need to be addressed in order to make large
scale and distributed privacy-preserving data linkage and
geocoding practical. Techniques from cryptography, data
mining, machine learning, and high-performance and dis-
tributed computing will have to be synthesised to develop a
new generation of secure, automated, efficient and accurate
techniques for linking and geocoding of very large data sets
with millions of records.

While the four research areas discussed in this paper
focus on computational and privacy-preserving technical
challenges, a fifth major challenge lies in achieving pub-
lic acceptance for these techniques, which in turn will al-
low appropriate legal and regulatory frameworks be put
into place. In many countries public perception towards
data linkage, and the potential of privacy and confidential-
ity breaches resulting from linking and geocoding, currently
limits the application of these techniques.



It is therefore important that data linkage and geocoding
techniques, especially privacy-preserving approaches such
as the ones presented in this paper, are being discussed and
scrutinised by information and network security specialists,
health researchers and legal experts, as well as the general
public. Only if the advantages of linked data (especially
in areas like health and fraud, crime and terror detection),
and the security offered by new privacy-preserving linkage
techniques are becoming accepted by the public, will these
techniques become successful.
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