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What is “quantum control”?

Now we want to 
control 
things at the 
nanoscale - e.g. 
atoms.

Watt used a governor to control steam 
engines - very macroscopic.



Quantum Control:

Control of physical systems whose 
behaviour is dominated by the laws 
of quantum mechanics.

2003: Dowling and Milburn,

“The development of the general 
principles of quantum control theory is an 
essential task for a future quantum 
technology.”



Types of Quantum Control:

Open loop - control actions are predetermined, no feedback is 
involved. 

controller quantum system

control
actions



Closed loop - control actions depend on information gained as 
the system is operating. 

controller

quantum system

control
actions

information



Closed loop means feedback, just like in Watt’s steam engines.



Boulton and Watt, 1788 (London Science Museum)



Types of Quantum Feedback:

The classical measurement results are used by the controller (e.g. classical electronics) to provide a classical control signal.

classical
controller

quantum system

classical 
control
actions

classical
information

Using measurement

measurement



Not using measurement

The controller is also a quantum system, and feedback involves a direct flow of quantum information.

quantum
controller

quantum system

quantum 
control
actions

quantum
information



The study of quantum feedback control has 
practical 

and fundamental value.



A Little History

To the best of my knowledge, Slava Belavkin was the first to 
publish results concerning quantum feedback control (late 
1970’s).

However, there were independent pioneers in the physics 
community in the 1990s including Wiseman, Milburn, Doherty 
and Jacobs, who also made fundamental contributions.



Quantum Feedback Chronology
Late 1970’s Belavkin Linear, Gaussian filtering and control

Early 1980’s Belavkin Optimal Control using Quantum 
Operations

Late 1980’s Belavkin
Optimal Filtering and Control using 

Quantum Stochastic Differential 
Equations

Early 1990’s Wiseman, Milburn
Quantum optical measurement 

feedback

Mid-late 1990’s
Doherty, Jacobs
Mabuchi et al

LQG optimal control
Experiments

2000’s

Ahn, Belavkin, D’Helon, Doherty, 
Edwards, Gough, Bouten, van Handel, 

James, Kimura, Lloyd, Thomsen, 
Petersen, Schwab, Wiseman, 

Yanigisawa, and others

Optimal control
Lyapunov control

robust control
applications
experiments

[Open Quantum Systems,  Measurement and Filtering]



 Quantum Filtering and Control (QFC)

 as a dynamical theory of quantum feedback was initiated in my end of 70's papers and 
completed in the preprint [1]. This was my positive response to the general negative 
opinion that quantum systems have uncontrollable behavior in the process of 
measurement. As was showen in this and the following discrete [2] and continuous time 
[3] papers, the problem of quantum controllability is related to the problem of quantum 
observability which can be solved by means of quantum filtering. Thus the quantum 
dynamical filtering first was invented for the solution of the problems of quantum optimal 
control. The explicit solution [4] of quantum optimal linear filtering and control problem 
for quantum Gaussian Markov processes anticipated the general solution [5, 6] of 
quantum Markov filtering and control problems by quantum stochastic calculus technics. 
The derived in [5, 6] quantum nonlinear filtering equation for the posterior conditional 
expectations was represented also in the form of stochastic wave equations. The general 
solution of these filtering equations in the renormalized (in mean-square sense) linear 
form was constructed for bounded coefficients in [7] by quantum stochastic iterations. 
Quantum Filtering Theory (QFT) and the corresponding stochastic quantum equations 
have now wide applications for quantum continuos measurements, quantum dynamical 
reductions, quantum spontaneous localizations, quantum state diffusions, and quantum 
continuous trajectories. All these new quantum theories use particular types of stochastic 
Master equation which was initially derived from an extended quantum unitary evolution 
by quantum filtering method.

From Slava Belavkin’s webpage...
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Slava Belavkin’s quantum feedback control papers (pre-2000)



V.P. Belavkin, 1987

[1985 conference 
paper based on 

1979 paper]



V.P. Belavkin, 1983



V.P. Belavkin, 1989 [1988 conference paper]



Optimal Control Using Quantum Stochastic 
Differential Equations
Quantum Langevin equations (QLE) provide a general 
framework for open quantum systems and contain considerable 
physical information.

 QLEs expressed in terms of quantum stochastic differential 
equations (QSDE) are very well suited for control engineering.

Quantum operation models arise naturally after suitable 
conditioning

The system Hamiltonian may depend on a classical control 
parameter.



Model:
Belavkin, 1988; Bouten-van Handel, 2005; Edwards-Belavkin, 2005; Gough-Belavkin-Smolyanov, 2005; James, 2005

Quantum probability space (B ⊗W , ρ⊗ φ), where B = B(h) is the algebra of system

operators with state ρ, and W = B(F) is the algebra of operators on Fock space with

vacuum state φ.

Unitary dynamics

dUt =
{

LdA∗
t − L∗dAt − 1

2
L∗Ldt− iH(u(t))dt

}
Ut, U0 = I

System operators X ∈ B evolve according to

Xt = jt(X) = U∗
t XUt

djt(X) = jt(Lu(t)(X)) dt + jt([L
∗, X]) dAt + jt([X, L]) dA∗

t

where Lindblad

Lu(X) = i[H(u), X] + L∗XL− 1

2
(L∗LX + XL∗L)

1



Belavkin, 1988; Bouten-van Handel, 2005; Edwards-Belavkin, 2005; Gough-Belavkin-Smolyanov, 2005; James, 2005

Quantum probability space (B ⊗W , ρ⊗ φ), where B = B(h) is the algebra of system

operators with state ρ, and W = B(F) is the algebra of operators on Fock space with

vacuum state φ.

Unitary dynamics

dUt =
{

LdB∗
t − L∗dAt − 1

2
L∗Ldt− iH(u(t))dt

}
Ut, U0 = I,

System operators X ∈ B evolve according to

Xt = jt(X) = U∗
t XUt

djt(X) = jt(Lu(t)(X)) dt + jt([L
∗, X]) dAt + jt([X, L]) dA∗

t

where Lindblad

Lu(X) = i[H(u), X] + L∗XL− 1

2
(L∗LX + XL∗L)

1

Measurements Yt = U †
t (At + A†

t)Ut,

dYt = jt(L + L†) dt + dAt + dA†
t .

Yt = vN{Ys, s ≤ t} is a commutative family of von Neumann algebras, so Y is

equivalent to a classical process, which can be measured via homodyne detection.

Ct = vN{Zs = As + A∗
s, s ≤ t} is also commutative, and

Yt = U∗
t CtUt

Belavkin non-demolition condition:

[X, Zs] = [Xt, Ys] = 0, 0 ≤ s ≤ t

so that (commutants)

X ∈ C ′
t , jt(X) ∈ Y ′

t

Thus conditional expectations

P[X|Ct], P[Xt|Yt]

are well-defined. (hence filtering is possible)

2



With respect to the state P, the process Zt = At + A∗
t is equivalent to a standard

Wiener process. Furthermore, with respect to the state P0
T defined by

P0
T [X] = P[UT XU∗

T ], X ∈ B ⊗W ,

the measurement process Yt is equivalent to a standard Wiener process (cf. reference

measure in classical filtering).

A controller is a causal function from measurement data to control signals:

u(t) = K(t, y[0,t])

The coefficients of the stochastic differential equations are now adapted to the

measurement filtration Yt. The filtering theory continues to apply.

Belavkin, 1988; Bouten-van Handel, 2005

3



The Optimal Control Problem:
Cost operators [non-negative, self-adjoint]

C1(u), C2

used to specify performance integral∫ T

0

C1(t)dt + C2(T ),

where C1(t) = jt(u, C1(u(t)), C2(t) = jt(u, C2).

We wish to minimize the expected cost

J(K) = P[

∫ T

0

C1(t)dt + C2(T )]

over all controllers K.

4



Dynamic Programming:
First, we represent the expected cost in terms of filtered quantities, as follows.

Define Ũt by Holevo, 1990; Belavkin, 1992; Bouten-van Handel, 2005; James, 2005

dŨt =
{

L(dA∗
t + dAt)− 1

2
L∗Ldt− iH(u(t))dt

}
Ũt, Ũ0 = I

Then Ũ∗
t XŨt ∈ C ′

t (X ∈ B) and the unnormalized filter state

σt(X) = U∗
t P[Ũ∗

t XŨt|Ct]Ut

is well-defined. It evolves according to Belavkin, 1992

dσt(X) = σt

(Lu(t)(X)
)
dt + σt(L

∗X + XL)dYt

This is the form of the Belavkin quantum filter we use. It is analogous to the

Duncan-Mortensen-Zakai equation of classical filtering.

σt is an information state (control theory terminology).

5



Belavkin, 1992



We derive the following representation in terms of σt:

J(K) = P[

∫ T

0

Ũ∗
t C1(u(t))Ũtdt + Ũ∗

T C2ŨT ]

= P[

∫ T

0

P[Ũ∗
t C1(u(t))Ũt|Ct]dt + P[Ũ∗

T C2ŨT |CT ]]

= P[

∫ T

0

UtU
∗
t P[Ũ∗

t C1(u(t))Ũt|Ct]UtU
∗
t dt + UT U∗

T P[Ũ∗
T C2ŨT |CT ]UT U∗

T ]

= P0
T [

∫ T

0

σt(C1(u(t)))dt + σT (C2)]

This last expression is equivalent to classical expectation with respect to Wiener

measure:

J(K) = E0
T [

∫ T

0

σt(C1(u(t)))dt + σT (C2)]

The fact that the information state σt is computable from dynamics driven by the

measured data means that the methods of dynamic programming are applicable.
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Define the value function

S(σ, t) = inf
K

E0
σ,t[

∫ T

t

σs(C1(u(s)))ds + σT (C2)]

which quantifies the optimal cost to go from a current state σ at time t.

The dynamic programming principle states that

S(σ, t) = inf
K

E0
σ,t[

∫ s

t

σr(C1(u(r)))dr + S(σs, s)]

At least formally, S(σ, t) satisfies the Hamilton-Jacobi-Bellman equation

∂

∂t
S(σ, t) + inf

u∈U
{L uS(σ, t) + C1(u)} = 0

S(σ, T ) = σ(C2)

where L u is the Markov generator of σt (for fixed value u ∈ U).
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Optimal Controller:
Suppose we have a solution S(σ, t) of the HJB equation. Define

u!(σ, t) = arg minu{L uS(σ, t) + C1(u)}
This defines the optimal feedback controller:

K! :

 dσt(X) = σt

(Lu(t)(X)
)
dt + σt(L∗X + XL)dYt

u(t) = u!(σt, t)

This controller has the separation structure, with filter dynamics the Belavkin quantum

filter for the information state σt.

8
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Another Type of Optimal Control Problem - Risk Sensitive
Classical: Jacobson, 1973; Whittle, 1980; Bensoussan-van Schuppen, 1985; James-Baras-Elliott, 1993

Classical criterion: [Note the exponential]

Jµ(K) = E[exp{µ(

∫ t

0

C1(u(t), t)dt + C2(T ))}]

Here, µ > 0 is a risk parameter.

Quantum criterion: James, 2004, 2005

Jµ(K) = P[R∗(T )eµC2(T )R(T )]

where R(t) is the time-ordered exponential defined by

dR(t)

dt
=

µ

2
C1(t)R(t), R(0) = I

i.e.

R(t) =
←

exp

(
µ

2

∫ t

0

C1(s)ds

)
.

9



Classical: Jacobson, 1973; Whittle, 1980; Bensoussan-van Schuppen, 1985; James-Baras-Elliott, 1993

Classical criterion: [Note the exponential]

Jµ(K) = E[exp{µ(

∫ t

0

C1(u(t), t)dt + C2(T ))}]

Here, µ > 0 is a risk parameter.

Quantum criterion: James, 2004, 2005

Jµ(K) = P[R∗(T )eµC2(T )R(T )]

where R(t) is the time-ordered exponential defined by

dR(t)

dt
=

µ

2
C1(t)R(t), R(0) = I

i.e.

R(t) =
←

exp

(
µ

2

∫ t

0

C1(s)ds

)
.

9

In general, it does not appear possible to solve this problem using the unnormalized

conditional state σt. Accordingly, we introduce a risk-sensitive information state

σµ
t (X) = U∗

t P[Ṽ ∗
t XṼt|Ct]Ut, X ∈ B,

where Ṽt ∈ C ′
t is given by

dṼt = {L(dA∗
t + dAt)− 1

2
L∗L− i

!H +
µ

2
C1(u(t))}Ṽt

We then have the representation

Jµ(K) = P0
T [σµ

T (eµC2)]

which facilitates dynamic programming.

The Hamilton-Jacobi-Bellman equation for this problem is

∂

∂t
Sµ(σ, t) + inf

u∈U
{L µ,uSµ(σ, t)} = 0

Sµ(σ, T ) = σ(eµC2)

where L µ,u is the Markov generator of σµ
t (for fixed value u ∈ U).

10



Optimal Risk-Sensitive Controller:

Suppose we have a solution Sµ(σ, t) of the risk-sensitive HJB equation. Define

uµ,!(σ, t) = arg minu{L µ,uSµ(σ, t)}
This defines the optimal feedback controller:

Kµ,! :

 dσµ
t (X) = σµ

t

(Lµ,u(t)(X)
)
dt + σµ

t (L∗X + XL)dYt

u(t) = uµ,!(σµ
t , t)

where

Lµ,u(X) = Lu(X) +
µ

2
(C1(u)X + XC1(u))

[Note the inclusion of the cost observable in the modified Lindblad.]

This controller also has the separation structure, with filter dynamics the modified

Belavkin quantum filter for the risk-sensitive information state σµ
t .

11



Robustness: Risk-sensitive controllers have the practical benefit that they can 
cope with uncertainty better than standard.

Fundamentals of quantum mechanics: The risk-sensitive information state can 
be viewed as a subjective state that includes knowledge and purpose, 
extending the Copenhagen interpretation in the feedback context.

Comments:  The risk-sensitive problem is of interest for at least two reasons:
Comments.

The risk-sensitive solution is of interest for at least two reasons:

• Robustness: RS (LEQG) controllers have the practical benefit that they can

cope with uncertainty better than RN (LQG).
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• Fundamentals of quantum mechanics: The risk-sensitive state can be viewed as

a subjective state that includes knowledge and purpose, extending Bohr’s

interpretation in the feedback context. (the inclusion of purpose seems new to physics)

The study of quantum feedback control has practical and fundamental value.
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H-Infinity Control for Linear Quantum 
Systems

“H-Infinity” refers to the Hardy space          which provides the 
setting for a frequency domain approach to robust control 
system design (initiated by Zames, late 1970’s).

Robustness refers to the ability of a control system to tolerate 
uncertainty, noise and disturbances, to some extent at least. 

Feedback is fundamental to this, and in fact is the raison 
d’etra for feedback.



Motivation: Feedback Stability
Even when individual components are stable, feedback interconnections need not be.

y2
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u2

u3

y0

y3

y1

The small gain theorem asserts stability of the feedback loop if the loop gain is less

than one:

gAgB < 1

Classical: Zames, Sandberg, 1960’s

Quantum: D’Helon-James, 2006
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Stability is quantified in a mean-square sense as follows.

! !
u y

Σq

dU(t) = βu(t)dt + dBu(t)

dY (t) = βy(t)dt + dBy(t)

‖ βy ‖2
t≤ µ + λt + g2 ‖ βu ‖2

t

13



The H-Infinity Robust Control Problem:

Stability is quantified in a mean-square sense as follows.

! !
u y

Σq

dU(t) = βu(t)dt + dBu(t)

dY (t) = βy(t)dt + dBy(t)

‖ βy ‖2
t≤ µ + λt + g2 ‖ βu ‖2

t

13

Given a system (plant), find another system (controller) so that the gain from w to z is

small. This is one way of reducing the effect of uncertainty or environmental influences.

/environment
"

"

!

!
! !

""

plant

w z

y

v

vK

u

controller

uncertainty

Classical: Zames, late 1970’s

Quantum: D’Helon-James, 2005; James-Nurdin-Petersen, 2006
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Linear/Gaussian Model:

Given a system (plant), find another system (controller) so that the gain from w to z is

small. This is one way of reducing the effect of uncertainty or environmental influences.

/environment
!

!

"

"
" "

!!

plant

w z

y

v

vK

u

controller

uncertainty

Classical: Zames, late 1970’s

Quantum: D’Helon-James, 2005; James-Petersen, 2006
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Plant:

dx(t) = Ax(t)dt + B0dv(t) + B1dw(t) + B2du(t); x(0) = x;

dz(t) = C1x(t)dt + D12du(t);

dy(t) = C2x(t)dt + D20dv(t) + D21dw(t)

Controller:

dξ(t) = AKξ(t)dt + BK1dvK(t) + BKdy(t)

du(t) = CKξ(t)dt + BK0dvK(t)

Signals: w, u, v, z, y, vK are semimartingales, e.g.

dw(t) = βw(t)dt + dw̃(t)

where w̃(t) is the noise which is assumed white Gaussian with Ito table

dw̃(t)dw̃T (t) = Fw̃dt

where Fw̃ is non-negative Hermitian. [As in Belavkin’s work]
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Idea of Result:

Under some assumptions, then roughly speaking:

James-Nurdin-Petersen, 2006

(i) If the closed loop system regarded as an operator w !→ z has gain less than g then

there exists solutions X and Y to the algebraic Riccati equations

(A−B2E
−1
1 DT

12C1)
T X + X(A−B2E

−1
1 DT

12C1) + X(B1B
T
1 − g2B2E

−1
1 B′

2)X

+g−2CT
1 (I −D12E

−1
1 DT

12)C1 = 0;

(A−B1D
T
21E

−1
2 C2)Y + Y (A−B1D

T
21E

−1
2 C2) + Y (g−2CT

1 C1 − CT
2 E−1

2 C2)Y

+B1(I −DT
21E

−1
2 D21)B

T
1 = 0.

satisfying stabilizability conditions and XY has spectral radius less than one.
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(ii) Conversely, if there exists solutions X, Y of these Riccati equations satisfying

stabilizability conditions and XY has spectral radius less than one, then the controller

defined by

AK = A + B2CK −BKC2 + (B1 −BKD21)B
T
1 X;

BK = (I − Y X)−1(Y CT
2 + B1D

T
21)E

−1
2 ;

CK = −E−1
1 (g2BT

2 X + DT
12C1).

and an arbitrary choice of vK , BK1, BK0, achieves a closed loop with gain less than g.

Note: Physical realizability may impose conditions on the controller noise terms vK ,

BK1, BK0.
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Example with Quantum Controller:

(ii) Conversely, if there exists solutions X, Y of these Riccati equations satisfying

stabilizability conditions and XY has spectral radius less than one, then the controller

defined by

AK = A + B2CK −BKC2 + (B1 −BKD21)B
T
1 X;

BK = (I − Y X)−1(Y CT
2 + B1D

T
21)E

−1
2 ;

CK = −E−1
1 (g2BT

2 X + DT
12C1).

and an arbitrary choice of vK , BK1, BK0, achieves a closed loop with gain less than g.

Note: Physical realizability may impose conditions on the controller noise terms vK ,

BK1, BK0.
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Example with Classical Controller:

vK

!
!

!!
!

"
"

"
"

""#$
$

$
$

$$%

!

&

'
''( $

$$%

)

)

*

&

!

v

w

a

uz

plant

Mod HD

controller

y

"
"

""

19



Comments: 

These results provide the beginning of a robust control theory 
for quantum systems.

Controllers themselves may be quantum or classical.

It is important to note that the controller may need quantum 
noise inputs - this broadens the concept of controller, like 
randomization in classical optimal control.



Discussion

We have sketched some recent work in quantum control that I 
have been involved with. 

Slava Belavkin’s work was a crucial foundation.

Quantum control has practical and foundational importance.

Controllers may themselves be quantum, and may require 
additional quantum noise

There is an important and exciting future for “feedback control 
of quantum systems.”


