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What is “quantum control”, and why?

Now we want to control 
things at the quantum level
- e.g. atoms

Watt used a governor to 
control steam engines 
- very macroscopic.
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Control Engineering Timeline
classical control

1960 2000+1788

PID, Bode diagrams,
gain and phase margins,
Nyquist stability criteria,
root locus, etc

optimal control, LQG,
Kalman filtering, estimation,
multivariable control, adaptive control, 
robust control, nonlinear control, 
stochastic control, quantum control, 
systems biology, networks, etc

modern control



Quantum Control:

Control of physical systems whose 
behaviour is dominated by the laws of 
quantum mechanics.

2003: Dowling and Milburn,

“The development of the general principles 
of quantum control theory is an essential 
task for a future quantum technology.”



Quantum Technology:

Quantum technology is the application of quantum 
science to develop new technologies. This was 
foreshadowed in a famous lecture:

1959: 
Richard Feynman,  “Plenty of Room at the Bottom”

“What I want to talk about is the problem of 
manipulating and  controlling  things on a 
small scale.”



Key drivers for quantum technology:

• Miniaturization - quantum effects can dominate

• Exploitation of quantum resources

Microelectronics 
      - feature sizes approaching 20nm within 10 years (Moore's Law)

Nanotechnology 
      - nano electromechanical devices have been made sizing 10’s nm

Quantum Information 
           - (ideally) perfectly secure communications

Quantum Computing 
           - algorithms with exponential speed-ups



• Open loop - control actions are predetermined, no 
feedback is involved. 

Types of Quantum Control:

controller quantum system

control
actions



• Closed loop - control actions depend on information 
gained as the system is operating. 

controller

quantum system

control
actions

information

(feedback loop)



Closed loop means feedback, just as in Watt’s steam 
engines.



Types of Quantum Feedback:

The classical measurement results are used by the controller (e.g. classical electronics) to provide a 
classical control signal.

classical
controller

quantum system

classical 
control
actions

classical
information

• Using measurement

measurement



• Not using measurement

The controller is also a quantum system, and feedback involves a direct flow of 
quantum information.

quantum
controller

quantum system

quantum 
control
actions

quantum
information

[coherent feedback]



• Direct interactions

The controller is also a quantum system, and feedback may also include direct 
interactions.

quantum
controller

quantum system

quantum 
control
actions

quantum
information

direct interactions

[coherent feedback]



• Ordinary (or classical, or non-quantum) control is based on the 
laws of classical physics.

• Classical physics is not capable of correctly describing physical 
behavior at the nano scale and below.

• Quantum technology takes into account and/or exploits quantum 
behavior.

• Many technical issues (e.g. decoherence).

• Design of complex systems require some form of control.

• There is emerging a need a control theory that can cope with 
quantum models and potentially exploit quantum resources.

• Quantum technology, therefore, is presenting challenges to 
control theory.

Why quantum control?



The study of quantum feedback control has 
practical 

and fundamental value.



Quantum Mechanics
non-commuting observables

[Q, P ] = QP − PQ = i! I

expectation

〈Q〉 =

∫
q|ψ(q, t)|2dq

Heisenburg uncertainty

∆Q∆P ≥ 1

2
|〈i[Q, P ]〉| =

!
2

Schrodinger equation

i!∂ψ(q, t)

∂t
= − !2

2m

∂2ψ(q, t)

∂q2
+ V (q)ψ(q, t)
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quantum probability

(N , P)
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quantum probability

(N , P)
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Some mathematical preliminaries.

Hilbert space with inner product 〈·, ·〉
We take H = Cn, n-dimensional complex vectors, 〈ψ, φ〉 =

∑n
k=1 ψ∗

kφk.

Vectors are written (Dirac’s kets)

φ = |φ〉 ∈ H

Dual vectors are called bras, ψ = 〈ψ| ∈ H∗ ≡ H, so that

〈ψ, φ〉 = 〈ψ||φ〉 = 〈ψ|φ〉

Let B(H) be the Banach space of bounded operators A : H → H.

For any A ∈ B(H) its adjoint A∗ ∈ B(H) is an operator defined by

〈A∗ψ, φ〉 = 〈ψ, Aφ〉 for all ψ, φ ∈ H.

Also define

〈A, B〉 = Tr[A∗B], A, B ∈ B(H)
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An operator A ∈ B(H) is called normal if AA∗ = A∗A. Two important types of

normal operators are self-adjoint (A = A∗), and unitary (A∗ = A−1).

The spectral theorem for a self-adjoint operator A says that (finite dimensional

case) it has a finite number of real eigenvalues and that A can be written as

A =
∑

a∈spec(A)

Pa

where Pa is the projection onto the eigenspace corresponding to the eigenvalue a

(diagonal representation).

4



An operator A ∈ B(H) is called normal if AA∗ = A∗A. Two important types of

normal operators are self-adjoint (A = A∗), and unitary (A∗ = A−1).

The spectral theorem for a self-adjoint operator A says that (finite dimensional

case) it has a finite number of real eigenvalues and that A can be written as

A =
∑

a∈spec(A)

Pa

where Pa is the projection onto the eigenspace corresponding to the eigenvalue a

(diagonal representation).

4

The Postulates of Quantum Mechanics.

The basic quantum mechanical model is specified in terms of the following:

Observables.

Physical quantities like position, momentum, spin, etc., are represented by

self-adjoint operators on the Hilbert space H and are called observables. These are

the noncommutative counterparts of random variables.

States.

A state is meant to provide a summary of the status of a physical system that

enables the calculation of statistical quantities associated with observables. A

generic state is specified by a density matrix ρ, which is a self-adjoint operator on

H that is positive ρ ≥ 0 and normalized Tr[ρ] = 1. This is the noncommutative

counterpart of a probability density.

The expectation of an observable A is given by

〈A〉 = 〈ρ, A〉 = Tr[ρA]

Pure states: ρ = |ψ〉〈ψ|, ψ ∈ H so that

〈A〉 = Tr [|ψ〉〈ψ|A] = 〈ψ, Aψ〉 = 〈ψ|A|ψ〉

5
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Measurement.

A measurement is a physical procedure or experiment that produces numerical

results related to observables. In any given measurement, the allowable results

take values in the spectrum spec(A) of a chosen observable A.

Given the state ρ, the value a ∈ spec(A) is observed with probability Tr[ρPa].

Conditioning.

Suppose that a measurement of A gives rise to the observation a ∈ spec(A). Then

we must condition the state in order to predict the outcomes of subsequent

measurements, by updating the density matrix ρ using

ρ %→ ρ′[a] =
PaρPa

Tr[ρPa]
.

This is known as the “projection postulate”.

6
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Evolution.

A closed (i.e. isolated) quantum system evolves in a unitary fashion: a physical

quantity that is described at time t = 0 by an observable A is described at time

t > 0 by [Heisenburg picture]

A(t) = U(t)∗AU(t),

where U(t) is a unitary operator for each time t. The unitary is generated by the

Schrödinger equation

i! d

dt
U(t) = H(t)U(t),

where the (time dependent) Hamiltonian H(t) is a self-adjoint operator for each t.

States evolve according to [Schrodinger picture]

ρ(t) = U(t)ρU∗(t)

The two pictures are equivalent (dual):

〈ρ(t), A〉 = 〈ρ, A(t)〉
〈A, B〉 = Tr[A∗B], A, B ∈ B(H)
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Example.

In a famous experiment, Stern and Gerlach fired some silver atoms through an

inhomogeneous magnetic field. They discovered two beams emerging from the

magnetic field, confirming the discrete nature of the magnetic moment of atoms.

Atoms in the upper beam are said to have “spin up”, while those in the lower

beam have “spin down”. Hence they had measured a physical quantity called spin.

Let H = C2, and consider the observable

σz =

 1 0

0 −1


representing spin in the z-direction.

Measurements of this quantity take values in

spec(σz) = {−1, 1}
which correspond to spin down and spin up, respectively. We can write

σz = Pz,1 − Pz,−1

[spectral representation]

8



where

Pz,1 =

 1 0

0 0

 , Pz,−1 =

 0 0

0 1

 ,

Consider a pure state, given by the vector

ψ =

 c1

c−1


with |c1|2 + |c−1|2 = 1

If we observe σz, we obtain

• the outcome 1 (spin up) with probability 〈ψ, Pz,1ψ〉 = |c1|2, or

• the outcome −1 with probability 〈ψ, Pz,−1ψ〉 = |c−1|2.

9



Compatible and incompatible observables.

One of the key differences between classical and quantum mechanics concerns the

ability or otherwise to simultaneously measure several physical quantities. In

general it is not possible to exactly measure two or more physical quantities with

perfect precision if the corresponding observables do not commute, and hence they

are incompatible.

A consequence of this is lack of commutativity is the famous Heisenberg

uncertainty principle.

10
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Quantum probability.

Definition (finite dimensional case)

A pair

(N , P),

where N is a ∗-algebra of operators on a finite-dimensional Hilbert space and P is

a state on N , is called a (finite-dimensional) quantum probability space.

A ∗-algebra N is a vector space with multiplication and involution (e.g. B(H)).

A linear map P : N → C that is positive (P(A) ≥ 0 if A ≥ 0) and normalized

(P(I) = 1) is called a state on N .

Compare with classical probability:

(Ω,F ,P)

NB: σ-algebras (classical) and ∗-algebras (quantum) describe information

11
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Spectral theorem (finite dimensional case)

Let C be a commutative ∗-algebra of operators on a Hilbert space, and let P be a

state on C . Then there is a probability space (Ω,F ,P) and a map ι from C onto

the set of measurable functions on Ω that is a ∗-isomorphism, such that

P[X] = EP[ι(X)]

Concretely, if X ∈ C , then [simultaneous diagonalization]

X =
∑
ω∈Ω

ι(X)(ω)P C (ω)

and

P[X] =
∑
ω∈Ω

ι(X)(ω)P[P C (ω)]

=
∑
ω∈Ω

ι(X)(ω)P(ω)

= EP[ι(X)]

12
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Example (spin)

Set H = C2 and choose N = B(H) = M2, the ∗-algebra of 2× 2 complex

matrices. The pure state is defined by P(A) = 〈ψ, Aψ〉 = ψ∗Aψ (recall that

ψ = (c1 c−1)T with |c1|2 + |c−1|2 = 1).

The observable σz, used to represent spin measurement in the z direction,

generates a commutative ∗-subalgebra

Cz ⊂ N .

Now Cz is simply the linear span of the events (projections) Pz,1 and Pz,−1.

Spectral theorem: gives the probability space (Ω,F ,P) where

Ω = {1, 2},
F = {∅, {1}, {2}, Ω},

P({1}) = |c1|2, etc.,

ι(Pz,1) = χ{1}, ι(Pz,−1) = χ{2},

and

ι(σz) : (1, 2) '→ (1,−1).

13



The observable

σx =

 0 1

1 0

 ∈ N

(corresponding to spin in the x-direction) also generates a commutative

∗-subalgebra Cx = span{Px,1, Px,−1} to which we can apply the spectral theorem.

However, as σx and σz do not commute, they cannot be jointly represented on a

classical probability space through the spectral theorem. In other words, σx and σz

are incompatible and their joint statistics are undefined; hence they cannot both

be observed in the same realization.

14
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Conditional expectation

Definition (finite dimensional case)

Let (N , P) be a finite-dimensional quantum probability space and let C ⊂ N be

a commutative ∗-subalgebra. Then

P(·|C ) : C ′ → C

is called (a version of) the conditional expectation from C ′ onto C if

P(P(B|C )A) = P(BA) for all A ∈ C , B ∈ C ′.

The set C ′ = {B ∈ N : AB = BA ∀A ∈ C }, is called the commutant of C (in N ).

NB: In general, conditional expectations from one arbitrary non-commutative

algebra to another do not necessarily exist.

But the conditional expectation from the commutant of a commutative algebra

onto the commutative algebra does exist. [least squares]

15
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Example

Consider H = C3, N = M3 and P(X) = 〈ψ, Xψ〉 with ψ = (1 1 1)T /
√

3. Define

C, B ∈ N by

C =


4 0 0

0 4 0

0 0 5

 = 4


1 0 0

0 1 0

0 0 0

 + 5


0 0 0

0 0 0

0 0 1

 , B =


0 1 0

1 0 0

0 0 2

 .

Let C be the ∗-algebra generated by C. Then [C ′ not commutative]

C ′ =




a b 0

c d 0

0 0 x

 : a, b, c, d, x ∈ C

 .

and

P(B|C ) =


1 0 0

0 1 0

0 0 2

 = 1


1 0 0

0 1 0

0 0 0

 + 2


0 0 0

0 0 0

0 0 1

 ∈ C .

[orthogonal projection]

16



system probe
[interaction]

y

measurement

Probe model for measurement

X M

Probe model for quantum measurement

System observables X commute with probe observables:

[X ⊗ I, I ⊗M ] = 0

The same is true after an interaction:

[U∗(X ⊗ I)U,U∗(I ⊗M)U ] = 0

In this way information about the system is transfered to the probe.

Probe measurement generates a commutative algebra

C = alg{I ⊗M}
System observables belong to commutant:

X ⊗ I ∈ C ′

Therefore the conditional expectations

P[X ⊗ I|C ]

are well defined.

This allows statistical estimation for system observables given measurement data.
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Probe measurement generates a commutative algebra

Y = alg{U∗(I ⊗M)U}
System observables belong to commutant:

U∗(X ⊗ I)U ∈ Y ′

Therefore the conditional expectations

P[U∗(X ⊗ I)U |Y ]

are well defined.

This allows statistical estimation for system observables given measurement data y.

The von Neumann “projection postulate” is a special case.

In continuous time, this leads to quantum filtering.

18



Filtering

Classical: Wiener, Kalman, Kushner, Stratonovich, Duncan, Mortensen, Zakai

Quantum:  - general quantum filtering - Belavkin
                 - generalised measurement theory - Davis,...
                 - stochastic master equations - Carmichael, ...

Kalman filter

dξ̂ = Aξ̂dt + PCT (dy − C ξ̂dt)

Ṗ = AP + PAT − PCT CP + BBT

11
quantum filter

(stochastic master equation)

dρt = − i

! [H, ρt]dt +D[L]ρtdt +H[L]ρt(dyt − tr[(L + L†)ρt]dt)

dξ̂ = Aξ̂dt + PCT (dy − C ξ̂dt)

Ṗ = AP + PAT − PCT CP + BBT

1



Quantum control

• The quantum probability framework is well-suited to 
quantum control engineering

• There is a theory of quantum stochastic differential 
equations

• The quantum filtering theory facilitates the design of 
classical controllers for quantum systems

•  Not much is known about the design of quantum 
controllers for quantum systems

Belavkin, 1988; Bouten-van Handel, 2005; Edwards-Belavkin, 2005; Gough-Belavkin-Smolyanov, 2005; James, 2005

Quantum probability space (B ⊗W , ρ⊗ φ), where B = B(h) is the algebra of system

operators with state ρ, and W = B(F) is the algebra of operators on Fock space with

vacuum state φ.

Unitary dynamics

dUt =
{

LdA∗
t − L∗dAt − 1

2
L∗Ldt− iH(u(t))dt

}
Ut, U0 = I

System operators X ∈ B evolve according to

Xt = jt(X) = U∗
t XUt

djt(X) = jt(Lu(t)(X)) dt + jt([L
∗, X]) dAt + jt([X, L]) dA∗

t

where Lindblad

Lu(X) = i[H(u), X] + L∗XL− 1

2
(L∗LX + XL∗L)

1



• Optimal quantum feedback control
 - risk-sensitive

 - QLEQG

Some of our recent and current 
work in quantum control

[James, 2004, 2005]

[D’Helon, Doherty, James,  Wilson 2006]

Classical: Jacobson, 1973; Whittle, 1980; Bensoussan-van Schuppen, 1985; James-Baras-Elliott, 1993

Classical criterion: [Note the exponential]

Jµ(K) = E[exp{µ(

∫ t

0

C1(u(t), t)dt + C2(T ))}]

Here, µ > 0 is a risk parameter.

Quantum criterion: James, 2004, 2005

Jµ(K) = P[R∗(T )eµC2(T )R(T )]

where R(t) is the time-ordered exponential defined by

dR(t)

dt
=

µ

2
C1(t)R(t), R(0) = I

i.e.

R(t) =
←

exp

(
µ

2

∫ t

0

C1(s)ds

)
.
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Suppose we have a solution Sµ(σ, t) of the risk-sensitive HJB equation. Define

uµ,!(σ, t) = arg minu{L µ,uSµ(σ, t)}
This defines the optimal feedback controller:

Kµ,! :

 dσµ
t (X) = σµ

t

(Lµ,u(t)(X)
)
dt + σµ

t (L∗X + XL)dYt

u(t) = uµ,!(σµ
t , t)

where

Lµ,u(X) = Lu(X) +
µ

2
(C1(u)X + XC1(u))

[Note the inclusion of the cost observable in the modified Lindblad.]

This controller also has the separation structure, with filter dynamics the modified

Belavkin quantum filter for the risk-sensitive information state σµ
t .

11

[separation structure]

[QLEQG != CLEQG]

18

[separation structure]

[QLEQG != CLEQG]

18



• Quantum networks
 - small gain for quantum networks

 - modelling of networks of quantum and classical 

components
[Gough, James, 2007]

[D’Helon, James, 2006]
Even when individual components are stable, feedback interconnections need not be.

y2

!
!

!

!
!

!

"
#

$%

$

#

"

%

ΣA

ΣB

u0 u1

u2

u3

y0

y3

y1

The small gain theorem asserts stability of the feedback loop if the loop gain is less

than one:

gAgB < 1

Classical: Zames, Sandberg, 1960’s

Quantum: D’Helon-James, 2006
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Quantum Feedback Networks

John Gough and Matthew R. James

J. Gough is with the Institute for Mathematical and Physical Sciences, University of Wales,

Aberystwyth, Ceredigion, SY23 3BZ, Wales.

M.R. James is with the Department of Engineering, Australian National University, Canberra,

ACT 0200, Australia. Matthew.James@anu.edu.au. T: +61 2 6125 4889 F: +61 2 6125 0506

Abstract: The purpose of this paper is to present general algebraic methods for describing quantum

networks. These methods are motivated by new imperatives of quantum network analysis and design,

in particular, feedback control. The basic tools in our methodology are a matrix representation of

open quantum systems, and the concatenation and series products of two such systems. We show

how these methods can be used to efficiently model open quantum systems, or networks of such

systems. We also explain how quantum feedback networks can be designed using these methods.

c© 2005 Optical Society of America
OCIS codes: 270.0270 Quantum optics

1. Summary

The purpose of this paper is to present general algebraic methods for describing quantum networks. These methods

are motivated by new imperatives of quantum network analysis and design, in particular, feedback control. The basic

tools in our methodology are a matrix representation of open quantum systems, and the concatenation and series

products of two such systems, which we believe are of fundamental system-theoretic interest.

The results in this paper, which build on the fundamentals of quantum physics, were developed in the spirit of

classical electrical network theory, which of course rests on foundations of classical physics. By this we mean that

we are seeking general and efficient methods for describing networks of quantum components for the purposes of

quantum control analysis and design. It is expected that an effective quantum network theory will assist the design of

quantum technologies, just as electrical network theory helps engineers design filters, control systems, and many

other classical electrical systems. This need has been recognized to some extent and has begun to emerge in the

quantum optics and quantum information and computing literature. The results in this paper contribute to this effort.

The framework we have developed may be used to describe how systems can be influenced by their environment,

thereby providing an efficient framework for modelling dissipative mechanisms. It may also be used to describe how

systems are influenced by controllers, and hence is useful for control design by interconnection. We give a general

description of how to formulate control design problems in these terms. This description includes, for example, stan-

dard problems of stabilization, regulation, and robust control. For further details, see [1], [2].
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Fig. 1. The networkP ∧G = P1 ! (P3 ! G1 ! P2) !G2 ! K specified by the interaction HamiltonianK and series list

{G1 ! P2,P3 ! G1}.
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• Robust control
 - H-infinity synthesis with classical, quantum or mixed 

classical/quantum controllers

  - LQG [Nurdin, James, Petersen; current]

[James, Nurdin, Petersen 2006]
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N > 0 is a positive thermal parameter. The complete system shown in Figure 6 is of the form (22) with matrices

A =
[ −γ

2 I −√κ3α I
0 −α−β

2 I

]
; B0 =

[ −√κ1I 0
0

√
βI

]
; B1 =

[ −√κ2I
0

]
; B2 =

[ −√κ3I
−√αI

]
;

C1 =
[ √

κ3I 0
]
; D12 = I;

C2 =
[ √

κ2I 0
]
; D20 = 0; D21 = I. (51)

Here α and β are parameters of the optical amplifier. The signals have Ito matrices Fu = Fw̃ = I + iJ and Fv = diag(I +
iJ, (2N + 1)I + iJ), and the parameters are chosen to be κ1 = 2.6, κ2 = κ3 = 0.2, α = 1 and β = 0.5.
With a H∞ gain g = 0.1, the Riccati equations (27) and (28) have stabilizing solutions satisfying Assumption 5.2: X =

Y = 02×2. Using (29), the controller matrices AK , BK , CK are

AK =
[ −1.3894I −0.4472I

−0.2I −0.25I

]
, BK =

[ −0.4472I
02×2

]
, CK =

[ −0.4472I 02×2

]
.

We choose ΘK = diag(02×2, J) in order to implement a degenerate canonical controller, with both classical and quantum
degrees of freedom. We write ξ = (ξc, ξq)T , where ξc = (ξ1, ξ2)T are classical and ξq = (ξ3, ξ4)T are quantum variables. A

realization is shown in Figure 7, which consists of a four-mirror optical cavity, a classical system, and homodyne detection

and modulation for interfacing the classical and quantum components. The quantum noises in Figure 7 are all canonical.

The cavity has coupling coefficients κK1 = κK3 = κK4 = 0.2 and κK2 = 1.33. The interconnection fields are given by
dηq = ξqdt + dvK2, and dζq = ζcdt + dvK4, where ηc = (ηc1, ηc2)T = (ηq1 − vK31, ηq2 + vK32)T . For this realization we

have

BK1 =
[ −0.4471I −1.153I −0.4472I 02×2

02×2 I 02×2 Ĩ

]
and

BK0 =
[

I 02×2 02×2 02×2

]
.
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Fig. 7. Quantum-classical controller (ΘK = diag(02×2, J)) for the plant of Figure 6.

VIII. CONCLUSION

In this paper we have formulated and solved an H∞ synthesis problem for a class of non-commutative stochastic models.

Models important to quantum technology, such as those arising in quantum optics, are included in this class. We have provided

results for the physical realization of the controllers. Our results are illustrated with examples from quantum optics, which

demonstrate the synthesis of quantum, classical and quantum-classical controllers. Future work will include further development

of the approach initiated here, and application of the synthesis methods to particular problems in quantum technology.



• Laser-cavity locking
 - LQG for experimental quantum optics

[Huntington, James, Petersen, Sayed Hassen ]



• BECs and atom lasers
 (builds on ANU ACQAO theory and experiment - Hope, Close et al)

 - stabilization via feedback

  - multi-loop feedback control of atom lasers

 [Wilson, Carvalho, Hope, James 2007]

 [Yanagisawa, James 2007]
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Fig. 1. A schematic representation of the multi-loop atom
laser feedback system. The output corresponding to
the input b1 forms an atom laser beam. The optical
output, which corresponds to the optical input b3, is
detected by a photon detector (HD) which produces
a photocurrent using a standard homodyne scheme.
This current is used for proportional feedback u1 =
kic and LQG feedback control u2.

H0 = k0a
†a†aa + (u1 + u2)a†a, (1)

and three (respective) field coupling operators

L1 =
√

κ a, (2a)
L2 =

√
µa†, (2b)

L3 =
√

γ a†a. (2c)

The first term in the Hamiltonian H0 represents the atom-
atom interaction and the second one is the classical control
term. The optical output field b3,out is given by

db3,out = L3dt + db3. (3)
The output of homodyne detector (HD in Figure 1) is the
real quadrature z = b3,out + b†3,out which satisfies

dz = (L3 + L†
3)dt + d(b3 + b†3). (4)

Formally, the photocurrent ic(t) is related to this quadra-
ture by dz(t) = ic(t)dt.

Now consider the system after the proportional feedback
of Thomsen and Wiseman (2002) has been applied, but
before the LQG feedback is implemented; formally, u1(t) =
kic(t). This corresponds to the part above the dashed line
in Figure 1. This system is described by a Hamiltonian

H = k0a
†a†aa + u2a

†a +
i

2
(L†

3L4 − L†
4L3), (5)

where the third term is an additional Hamiltonian which
results from the proportional feedback , and

L4 = −ika†a.

The three field coupling operators are

L =

[
L1

L2

L3 + L4

]
. (6)

The third operator L3 + L4 is the result of a series
(cascade) connection, Thomsen and Wiseman (2002) (see
also Gough and James (2007)).

For an arbitrary BEC operator X, the infinitesimal time
evolution is given by (Hudson and Parthasarathy (1984),
Gardiner and Zoller (2000))

dX = LXdt + [L†db− db†L, X], (7)
where

LX = L†XL +
(
−1

2
L†L− iH

)†
X (8)

+ X
(
−1

2
L†L− iH

)
and the quantum noise input vector

b =

[
b1

b2

b3

]
. (9)

The atom laser beam is given by
db1,out = L1dt + db1. (10)

It follows from (5), the commutation relation [a, a†] = 1,
and the relation

i

2
(L†

3L4 − L†
4L3) =

√
γ ka†aa†a (11)

=
√

γ k(a†a†aa + a†a) (12)
that the nonlinear atomic interaction term can be can-
celled by the choice of proportional gain k = −k0/

√
γ. We

shall henceforth assume that this choice has been made.
The term √

γ ka†a corresponds to a shift of the input
u, and will be ignored. Note that even though the main
nonlinear terms has been cancelled, the dynamics (7) is
still nonlinear.

3. LQG LOOP DESIGN

The nonlinearities remaining in the system after the pro-
portional feedback has been implemented may also de-
grade performance of the atom laser. To analyze this
decoherence and design the LQG feedback input for the
reduction of the decoherence, we consider linearization. In
general, the effectiveness of a linear model may only be
limited to a certain period of time, which is determined
by the coupling constant of the optical field in this case.
The purpose of the estimate feedback is then to extend the
effective time of linearization because it is proportional to
the coherence time of the atom laser beam. This can be
thought of as noise reduction. It will be shown that the
noise from the optical field can be effectively reduced by
modifying the conditional evolution with the control input
u2.

The measurement through the optical field is providing
information about the number of the condensate atoms.
As a result, the phase of the BEC mode fluctuates and
phase uncertainty increases while the number observable
is invariant in time. Fortunately, our control input is
given by the rotation operator so that one can expect the
fluctuation in the phase can be reduced by rotation control.

For the mode operator a, (7) and (4) can be written as

da =
(
−κ

2
+

µ

2
− |λ|2

2
+ iu2

)
adt (13a)

−√κdb1 +
√

µdb†2 − (λdb†3 − λ∗db3)a,

dz = 2λra
†adt + (db3 + db†3), (13b)



• Optimal quantum open loop control
 - dynamic programming and HJB equations in the Lie 
group G=SU(2^n)
    
   * time optimal control for NMR
        (builds on Khaneja et al)

  

[Sridharan, James,  
new work in progress]



Conclusion

• “Quantum control” is an embryonic, but 
growing field at the edge of physics, 
mathematics, and engineering

• Recent experimental and theoretical 
advances in quantum technology provide 
strong motivation for quantum control

• Quantum control likely to play a 
fundamental role in the development of new 
quantum technologies
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