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Abstract. Within the empirical ILP setting we propose a method of inducing definite programs from examples — even when those examples are incomplete and occasionally incorrect. This system, named NRMIS, is a top-down batch learner that can make use of intensional background knowledge and learn programs involving multiple target predicates. It consists of three components: a generalization of Shapiro's contradiction backtracing algorithm; a heuristic guided search of refinement graphs; and a LIME-like theory evaluator. Although similar in spirit to MIS, NRMIS avoids its dependence on an oracle while retaining the expressiveness of a hypothesis language that allows recursive clauses and function symbols. NRMIS is tested on domains involving noisy and sparse data. The results illustrate NRMIS's ability to induce accurate theories in all of these situations.

1 Introduction

An inductive logic programming (ILP) system can be loosely characterized as a concept discovery tool that uses logic programs to describe its hypotheses. The use of logic programs as a hypothesis language offers several advantages over other choices of hypothesis representation such as clusters or decision trees. These advantages include the ability to describe a very rich class of concepts and a convenient way of providing systems with background knowledge about a domain. Also, hypotheses output as logic programs are generally easier for humans to understand and analyze.

There has been a recent trend in ILP to develop systems that can perform well in a variety of domains that are grounded in practical settings. Difficulties such as missing or inconsistent data are commonplace in these domains and have, to an extent, prevented the successful application of ILP techniques to real world problems.

The issue of inconsistent or noisy data has been addressed by systems such as FOIL [16], MFOIL [3, 4], PROGOL [13] and LIME [11] to name but a few. A common characteristic of these systems, besides their robustness, is that their performance on training sets with missing or sparse data is fairly poor. On the other hand, systems such as MIS [19], LOPSTER [8], CRUSTACEAN [1], SKILT [7], and FOIL-1 [6] can learn from sparse data but do not handle noisy data at all. Systems that are robust to noisy training data tend to be systems that use
extensional (example-based) cover when determining the fitness of a hypothesis. Conversely, systems that use proof-based or intensional cover generally perform well on sparse data.

There has also been a growing interest in multiple predicate learning within ILP. A handful of systems (Mis[19], MPL[2], NMPL[5], and MULT-CN[10]) can correctly induce programs with multiple target predicates but none can handle any amount of noise. All but MULT-CN are intensional systems.

In this paper we propose an ILP system, NRMS (pronounced “near-miss”), which modifies Mis so it can learn from noisy examples and without an oracle. NRMS inherits from Mis, amongst other things, the ability to learn multiple target predicates simultaneously while improving on the efficiency of the search method of its predecessor. This can be seen as a step towards integrating noise handling techniques with the benefits of an intensional system.

Central to the NRMS algorithm presented in Section 3 are the refinement graphs and markings described in Section 2. In Section 4 NRMS is tested on several domains, covering the range of difficulties discussed earlier. A discussion of these results and future work is given in Section 5.

We use the following description of an ILP problem to set the scene and introduce some notation. Any concepts not thoroughly defined here can be found in [14].

Let $L$ be a first-order logic derived from an alphabet which contains only finitely many predicate and function symbols. A unknown model $M$ assigns a truth value to each ground fact in $L$. Ground facts of $L$ are called examples and those which are true (resp. false) in $M$ are called positive (resp. negative) examples. Given background knowledge $B$ (a finite set of clauses true in $M$), a set $E^+$ of positive examples, and a set $E^-$ of negative examples we wish to find a hypothesis $\Sigma$ (a finite set of clauses) that entails every positive example in $E^+$ and none of the negative examples in $E^-$. Such a hypothesis is called correct.

We will say a set of examples is noisy with respect to a target hypothesis $\Sigma$ if $\Sigma$ is not correct with respect to the examples. In this situation the aim is to find a hypothesis that has the same extension as the target hypothesis. The noise model we will use in this paper is outlined in Section 4.2.

The system described in this paper addresses the ILP problem in the empirical setting [2] which requires that: the entire example set be given in advance, no queries are made of the underlying model $M$, and the initial hypothesis contains no definitions for the predicates being learned. Also, we will only consider the ILP problem for definite programs. This allows us to use SLD-refutation, denoted by $\vdash$, as the proof procedure to determine the intensional cover of a theory. In order to guarantee the termination of this procedure we have implemented it with a depth-bound which, in our experiments, is set large enough to avoid any problems.
2 Refinements and markings

The problem of finding a correct hypothesis can be seen as a search of the space of all definite clauses in $L$. This search space, we will call it $L_{def}$, can be structured through the use of a refinement operator [19].

Given a definite clause $C$ and a refinement operator $\rho$ the set $\rho(C)$ contains all of the most general specializations of $C$ in $L_{def}$. The specialization order placed on the clauses in $L_{def}$ is that of Plotkin's $\theta$-subsumption [15]. The refinement operator and specialization order induce a refinement graph over the clauses in $L_{def}$. This graph has a directed edge from clause $C$ to clause $D$ if and only if $D \in \rho(C)$, i.e., when $D$ is a refinement of $C$.

![Fig. 1. A marking for $L_{def}$'s refinement graph](image)

A marking [19] is a structure that is used intensively by NRMS when searching for a correct hypothesis. It consists of three finite subsets of $L_{def}$: the current hypothesis $M_{cur}$, a set of deleted clauses $M_{del}$, and a set of clauses, $M_{pas}$, marked passed. The marking consisting of these sets will be denoted $M$. A diagrammatic example of a refinement graph and a marking is given in Figure 1. The alphabet for $L$ in this case consists of the predicate `even/1`, the function `s/1` and the constant `0`. The refinement operator used here is named $\rho_2$ in [18] and is based on a context-free transformation.

When the language $L$ contains many predicates and function symbols the sets $\rho(C)$ can be quite large which causes the refinement graph for $L$ to grow extremely quickly. In order to keep the search of this graph manageable NRMS makes use of user-provided mode and type information as well as the search heuristics outlined in Section 3.3.

3 The NRMS algorithm

As the name suggests NRMS is a modification of Shapiro’s MIs [19]. Both are top-down intensional algorithms that form hypotheses by searching a space of
definite clauses using a refinement graph. Unlike Mls our system is not an incremental learner, that is, all the training examples are given to our algorithm in advance. Also, NRMIS does not require an oracle and can tolerate noise in the training examples it is given. These advantages are due to a generalization of Shapiro’s contradiction backtracking algorithm and a theory evaluation heuristic similar to LIME’s [11], respectively. These are detailed in Section 3.2 and Section 3.4.

An overview of NRMIS is given in Figure 2. Input to this algorithm consists of background knowledge \( \mathcal{E} \) in the form of a definite program, a set of positive examples \( E^+ \) and a set of negative examples \( E^- \). The marking \( M \) is initialized and specialization/generalization loop is entered. The following subsections detail the function of the subroutines Decision, Generalize, Specialize, and Compress.

**Fig. 2.** The NRMIS Algorithm

**Fig. 3.** \( \text{NRMBackTrace} \)

Ideally, the NRMIS algorithm terminates when a correct hypothesis is found. This is not always possible when noise is present in the training examples. To overcome this the present implementation of NRMIS places an upper bound on the number of times the body of the main loop can be executed. If this upper bound is reached the best hypothesis in the priority queue \( Q \) is taken to be the system’s final hypothesis. A hypothesis’ position in \( Q \) is determined by a ranking given to it by Compress.

### 3.1 Decision

In Shapiro’s Mls a generalization and specialization step is performed in every iteration of its main loop. When noise is present in the data this approach is too
coarse and frequently overlooks good candidate hypotheses. By separating these two steps NRTMS implements a finer search of the refinement graph.

Each repetition of the main loop in Figure 2 calculates $E_{\text{bad}}^-$, the set of negative examples that are implied by $M_{\text{cur}}$, and $E_{\text{bad}}^+$, the set of positive examples not implied by $M_{\text{cur}}$. The routine Decision guides the search for a correct hypothesis at a high level. It is a heuristic that simply aims to minimize the proportion of bad positive or bad negative examples. If the proportion $|E_{\text{bad}}^-|/|E_{\text{bad}}^+|$ is larger than $|E_{\text{bad}}^+|/|E_{\text{bad}}^-|$, a specialization is performed this loop, otherwise a generalization takes place.

### 3.2 Specialize

The procedure Specialize is used to reduce the number of negative examples covered by $M_{\text{cur}}$. It modifies the marking $M$ by moving clauses from $M_{\text{cur}}$ to $M_{\text{det}}$. The clauses to be moved depend on what examples appear in $E_{\text{bad}}^-$. Specialize relies heavily on a modified version of Shapiro’s *contradiction backtracking algorithm* [19]. We will refer to the original as BackTrace and the modification as NRTBackTrace. The main difference between them is the former requires access to an oracle – in the form of an enumeration of the underlying model or a user answering queries – whereas NRTBackTrace does not.

If a negative example $e^-$ can be covered by $M_{\text{cur}}$ then there must be a SLD-refutation of $e^-$ using clauses from the background knowledge and $M_{\text{cur}}$. We will represent an SLD-refutation of $e^-$ as a sequence of resolution steps, $R_i = (G_i, A_i, C_i)$ for $i = 1 \ldots n$. Each $G_i$ is a goal (a definite clause with no head literal), $A_i$ is an atom of $G_i$ and $C_i$ is a clause from $M_{\text{cur}} \cup B$ such that its head unifies with $A_i$. For $i = 1 \ldots n-1$, $G_{i+1}$ is the resolvent of $G_i$ and $C_i$ on $A_i$. $G_1$ is the goal $e^-$. If $n = 0$, we form the empty clause $\square$.

If $R = R_1 \ldots R_n$ is a proof then we denote by $\text{last}(R)$ the final resolution step $R_n$ and the initial part of the proof, $R_1 \ldots R_{n-1}$, by $\text{init}(R)$. We illustrate this somewhat cumbersome definition with an example.

#### Example 1

Consider the following definite program $\Sigma$ for the ternary predicates representing addition, $\text{add}/3$, and multiplication, $\text{mult}/3$, in terms of the successor function $s/T$:

\[
\begin{align*}
\mu_1: \text{mult}(A, B, B). & \quad \alpha_1: \text{add}(A, 0, A). \\
\mu_2: \text{mult}(A, s(B), C) \leftarrow \text{mult}(A, B, Z), \text{add}(A, Z, C). & \quad \alpha_2: \text{add}(A, s(B), s(C)) \leftarrow \text{add}(A, B, C). \\
\mu_3: \text{mult}(s(A), B, C) \leftarrow \text{mult}(A, B, Z), \text{add}(B, Z, C). & \quad \alpha_3: \text{add}(s(A), B, s(C)) \leftarrow \text{add}(s(A), B, C).
\end{align*}
\]

This program is overgeneral due to the clause $\mu_1$, hence we have an SLD-refutation of $\text{mult}(1, 2, 3)$ as seen in Figure 4. Each resolution in the sequence is represented as $\boxed{G_i \leftarrow \text{res}}$ and each $A_i$ is underlined in $G_i$.

We now detail our version of the backtracing algorithm, NRTBackTrace, as shown in Figure 3. It is used to allocate a given amount of “blame”, $b$, amongst $| \cdot |$ is used to denote the cardinality of a set.
the clauses used in the proof of a negative example $e^-$. A proof, $R = R_1 \ldots R_n$, of $e^-$ is found and the repeat loop is entered. Here the last resolution step, $(G, A, C)$, is examined. If $A$ can be shown to be false in the underlying model (via background knowledge or examples) then $C$ must be false in the model as its head is false while its body is true (the rest of the steps in the proof show that each of $C$'s body literals is true). $C$ is therefore given all of the blame currently available by a call to blame($C, b, \sigma$) which adds $\sigma \times b$ units of blame to the clause $C$. Thus, in the case when $A$ is false $\sigma$ is set to 1.

If $A$ is true the blame is passed back to the resolution step that led to $G$ by setting $\tau$ to 1 and the process continues. Finally, if there is conflicting evidence for $A$'s truth value or it is simply not known, half the blame is given to $C$ and the rest is propagated back through the proof. An example of this process can be found in Example 2.

Note that if the truth values of every atom in the proof are known then NERBackTrace will allocate all the blame to exactly one clause. In this sense NERBackTrace can be seen to generalize Shapiro’s BackTrace algorithm to an oracle-free setting.

**Example 2.** Suppose we have the following sets of (noisy) positive and negative examples,

$$E^+ = \{ \mult(0,2,1), \add(0,0,0), \add(2,0,2) \},$$

$$E^- = \{ \mult(0,2,1), \mult(1,2,3) \},$$

and our hypothesis is the theory $\Sigma$ given in Example 1. The result of calling the procedure NERBackTrace with inputs $b = 1$ and $e^- = \mult(1,2,3)$ is given in the table below.

<table>
<thead>
<tr>
<th>Clause</th>
<th>$\mu_1$</th>
<th>$\mu_2$</th>
<th>$\mu_3$</th>
<th>$\alpha_1$</th>
<th>$\alpha_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blame</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>$\frac{1}{2}$</td>
<td>0</td>
<td>$\frac{5}{16}$</td>
</tr>
</tbody>
</table>

A description of the procedure Specialize can now be given. For each $e^- \in E^-_{\text{pred}}$ a call to NERBackTrace is made and blame is accumulated between calls (i.e., the blame is summed over every proof of a negative example a clause is involved in). At the end of this the most “guilty” clauses are removed from $M_{\text{cur}}$ and placed in $M_{\text{det}}$. The most guilty clauses will be in some way responsible for
the hypothesis covering negative examples, therefore their removal from \( M_{\text{cur}} \)
will result in a specialization.

A brief discussion of the time complexity of these algorithms is instructive
at this point. The most time consuming part of the \textit{Specialize} procedure is
determining if negative examples are covered by its current hypothesis. As \textit{NR-MIS}
uses intensional cover, if a negative example is not covered by a hypothesis
\( H \), every possible depth-bounded SLD-refutation must be tried before returning
a negative result (this is a version of negation by finite failure [14]). When \( H \)
contains many interrelated and complicated clauses this search can be very
inefficient. Care is taken when generalizing hypotheses to minimize this problem
through the use of mode and type information as well as a bias for the addition
of simple clauses over more complicated ones.

Once a proof of a negative example is found the \textit{NRBackTrace} procedure's
time complexity is roughly linear in the number of resolution steps in the proof.
For each resolution step an additional expense is incurred when determining
whether or not the atom resolved upon is true or false. This expense is dependent
on the complexity of the background knowledge and can be reduced somewhat
through standard dynamic programming techniques.

3.3 Generalize

The \textit{Generalize} procedure used in the \textit{NR-MIS} algorithm (Figure 2) is much like
that found in \textit{Mis}. When there are positive examples not covered by \( M_{\text{cur}} \) clauses
need to be added to the hypothesis. Clauses from \( M_{\text{del}} \) are moved to \( M_{\text{pass}} \) and
the refinement operator \( \rho \) is applied to them. New clauses are chosen from these
refinement sets and added to \( M_{\text{cur}} \).

As the refinement graph can grow exponentially in the worst case it is imperative
to keep the overall search efficient. A heuristic is therefore used to decide in
which order the clauses in \( M_{\text{del}} \) should be refined. Given a way of measuring the
"size" and "utility" of a clause preference is given to smaller and more useful
clauses. We use the following definition for the size of a clause: The size of a
clause is equal to the number of symbols, including punctuation, that appear in
a clause minus the number of distinct variables (cf. [17]). A useful property of
this size measure is that there are only finitely many clauses of any given size.

Like the notion of guilt used by \textit{Specialize}, the utility of a clause is based
on its involvement in the proof of examples. Each deleted clause \( C \) has a set
\( \text{covers}_H^+(C) \) of positive examples it helped cover when it was part of the hypothe-
sis \( H \). The utility of \( C \) is then defined to be the number of examples the sets
\( \text{covers}_H^+(C) \) and \( E_{\text{bad}} \) have in common. Thus, a clause is considered useful if, in
a past hypothesis \( H \), it was used to cover several positive examples that are not
covered by the current hypothesis \( M_{\text{cur}} \).

Once a clause \( C \in M_{\text{del}} \) is chosen for refinement all the clauses in \( \rho(C) - M_{\text{pass}} \)
are added to \( M_{\text{cur}} \). Clauses in \( M_{\text{pass}} \) are not considered for addition to the
hypothesis as they have already been considered and deleted. Clause \( C \) is moved
from \( M_{\text{del}} \) to \( M_{\text{pass}} \) before the main loop of the \textit{NR-MIS} algorithm is executed
again.
In Mls smaller clauses are also refined before larger ones but there is no method of choosing one clause over another should a tie occur. Instead, Mls refines all the smallest clauses and adds the resulting clauses to the overspecific hypothesis. By only adding the refinements of a single clause each time Generalize is called our system implements a much finer and more directed search for new hypotheses. As these hypotheses tend to be smaller, deciding what examples a hypothesis covers is usually less complicated in NRMIS.

3.4 Compress

Finally, the procedure Compress plays an important role in making NRMIS noise resistant and reducing the redundancy of the programs it outputs.

When a percentage of the examples given to a learning system are misclassified there is a tendency for the system to output hypotheses that explain these noisy examples. A common feature of these overzealous hypotheses is their large size. Striking a balance between accuracy and size is therefore a reasonable way of assessing the quality, \( Q(H) \), of a hypothesis \( H \). This philosophy is embodied in the \( Q \)-heuristic used in LIME [11]. Compress uses this heuristic to find an accurate and concise hypothesis \( M_{\text{best}} \subset M_{\text{cur}} \). This is done using the following greedy strategy: An initial pruning of \( M_{\text{cur}} \) takes place in which only clauses that are involved in proofs of positive examples are kept. This results in a set \( H_0 = \{ C_1, \ldots, C_n \} \subseteq M_{\text{cur}} \). For each \( i = 1 \ldots n \) we let \( H_i = H_0 - \{ C_i \} \). If \( Q(H_0) \geq Q(H_i) \) for all \( i \) then Compress returns \( H_0 \) as the best hypothesis. Otherwise, the \( H_i \) with the highest quality is pruned and made the new \( H_0 \) and the procedure repeats. As this is a greedy search only \( O(n^2) \) subsets of the original \( n \) clause \( H_0 \) are considered before the procedure terminates.

It is important to note that Compress does not actually modify the marking \( M \) in any way, rather, it outputs a compressed version of \( M_{\text{cur}} \) along with a number indicating its quality. It is this quality estimate which determines the hypothesis’ position in the priority queue used in Figure 2.

4 Experimental Results

The focus of our experimental results is to demonstrate NRMIS’s ability to correctly identify relations from training sets that are either incomplete or noisy. For these experiments we used an implementation of NRMIS written in the functional language Haskell which was generally an order of magnitude slower than the other systems.

4.1 Sparse data

In [6] a series of experiments are conducted that compare the performance of FOIL, PROGOL and FOIL-i on sparse or incomplete training sets. Table 4.1 shows how NRMIS and SKILIT [7] compare to these systems when tested on the same domains.
The domains used were **member/2, length/2, last/2** and **nth/3**. For each domain a complete initial portion of examples is generated. For example, in the **member/2** domain all possible ground facts involving the constants a, b and c and lists of length at most three were used. A training set drawn from this initial portion is said to have density 80% if the number of positive examples in the training set makes up 80% of the positive examples of the initial portion and the number of negative examples in the training set makes up 80% of the negative examples in the initial portion. For each density fifty random training sets are generated and each system’s output on these training sets is checked for its correctness. The number of training sets the system correctly induced a hypothesis on is given in Table 4.1.  

**Table 1.** Comparing the performance of **NRMIS, FOIL-1, FOIL, SKILIT and PROGOL** when learning from sparse data in various domains. The results for all the systems apart from **NRMIS and SKILIT** are taken from [6]

<table>
<thead>
<tr>
<th>Density</th>
<th>Correct theories (out of 50)</th>
<th>Correct theories (out of 50)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td><strong>NRMIS</strong></td>
<td><strong>SKILIT</strong></td>
</tr>
<tr>
<td><strong>member</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80%</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>50%</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>30%</td>
<td>50</td>
<td>46</td>
</tr>
<tr>
<td>20%</td>
<td>44</td>
<td>49</td>
</tr>
<tr>
<td>10%</td>
<td>38</td>
<td>38</td>
</tr>
<tr>
<td>7%</td>
<td>31</td>
<td>23</td>
</tr>
<tr>
<td><strong>length</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>80%</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>50%</td>
<td>44</td>
<td>44</td>
</tr>
<tr>
<td>30%</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>20%</td>
<td>29</td>
<td>29</td>
</tr>
<tr>
<td>10%</td>
<td>7</td>
<td>2</td>
</tr>
</tbody>
</table>

We were unable to obtain sensible results from **SKILIT** on the **length/2** and **nth/3** domains hence these results have been omitted from the table. This is most probably due to problems with our configuration of **SKILIT** rather than a shortcoming of the system itself.

Unlike **FOIL-1** and **SKILIT**, **NRMIS** was not specifically developed to induce logic programs from sparse examples. Nevertheless, its performance on these training sets compares favourably against other two systems. This is a testament to the generality of the top-down refinement graph search used in **NRMIS**.

---

2 For more information these experiments and some example training sets the reader is referred to [6] and [http://www-itlab.io.nitech.ac.jp/research/lip/foil.html](http://www-itlab.io.nitech.ac.jp/research/lip/foil.html)
4.2 Noisy data

NRMIS’s noise handling ability is demonstrated when it is required to learn add/3, the addition relation. Its target concept can be found in Example 1.

Noise-free positive examples are generated by randomly choosing an instance of add/3 and checking to see if it is true with respect to the target concept. If so, it is taken as a positive example. If not, another random instance is generated and this process continues until a positive example is found. An analogous process is used to generate noise-free negative examples. A noise rate of \( \nu \in [0,1] \) means, with probability \( \nu \), an instance of add/3 will be drawn randomly and classified as positive (negative) without consulting the target concept.

![Graph](image)

**Fig. 5.** Predictive Error vs Noise on the addition domain

Figure 5 compares the predictive error vs. noise rate curves for NRMIS, LIME[11, 12], PROGOL[13], and FOIL[16]. For each noise rate, each of the systems are given a training set of 200 positive and 200 negative randomly generated, noisy examples. The predictive error for each hypothesis is approximated by averaging the proportion of misclassified positive and negative examples. These examples are drawn from a noise-free set of all possible instantiations of add/3 with entries no greater than six (28 positive and 315 negative examples). Twenty of these trials are performed at each noise rate and the predictive error shown in the graph is averaged over these trials. As can be seen NRMIS performed similarly to LIME which also uses a theory evaluator based on the \( Q \)-heuristic.

5 Discussion and Future Work

We have presented in this paper an ILP system called NRMIS which is both noise-resistant and based on an intensional notion of cover. ILP systems in the

---

\(^3\) We are using CPprogol4.4 with the intensional cover flag set and Foil6.4
past have only ever met one of these two criteria and so have trouble with one or more of: multiple predicate learning, learning from sparse data, and learning from noisy data. The experiments outlined in this paper show NRMS to be capable of performing well on the last two of these. In addition, we have been able to get NRMS to correctly induce programs for the mutually recursive predicates male-ancestor/2 and female-ancestor/2 (as described in [2]) as well as odd/1 and even/1.

The success of NRMS is due to judicious use of the $Q$-heuristic and a modification of Shapiro's contradiction backtracing algorithm which removes the need for an oracle. Combined with the elegance of MIS's method of searching refinement graphs we have produced a system that uses a rich language to represent its hypotheses – recursive logic programs involving function symbols. This expressiveness comes with one major drawback, however, and that is the inefficiency of the search which is particularly apparent when the language consists of a large number of predicates and function symbols. Some progress has been made towards taming this problem both here and in other systems. We have managed to obtain large improvements in speed over a simple MIS-like refinement graph search while keeping the search complete. To get further improvement it may be necessary to consider greedy, incomplete strategies.

We have done some preliminary tests of NRMS on larger domains such as document understanding [9] with some promising, though inconclusive, results. The biggest hurdle here is that the domain consists of over fifty predicates which means the refinement graph for this domain gets large very quickly. Further compounding the problem is the large number of examples that must be considered. We believe that, in principle, the NRMS algorithm is capable of inducing an accurate hypothesis in this domain but our current implementation needs some optimizing before this will happen. This is our main focus for the near future.

Other ongoing work includes looking at formalisms that can provide theoretical basis for our modified backtrace algorithm, especially within a multiple predicate learning framework.
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