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Abstract

This thesis focuses on the design, analysis and optimization of various energy-constrained

wireless communication systems powered by energy harvesting (EH). In particular, we con-

sider ambient EH wireless sensor networks, wireless power transfer (WPT) assisted secure

communication network, simultaneous wireless information and power transfer (SWIPT) sys-

tems, and WPT-based backscatter communication (BackCom) systems.

First, we study the delay issue in ambient EH wireless sensor network for status monitoring

application scenarios. Unlike most existing studies on the delay performance of EH sensor net-

works that only consider the energy consumption of transmission, we consider the energy costs

of both sensing and transmission. To comprehensively study the delay performance, we con-

sider two complementary metrics and analyze their statistics: (i) update age - measuring how

timely the updated information at the sink is, and (ii) update cycle - measuring how frequently

the information at the sink is updated. We show that the consideration of sensing energy cost

leads to an important tradeoff between the two metrics: more frequent updates result in less

timely information available at the sink.

Second, we study WPT-assisted secure communication network. Specifically, we propose

to use a wireless-powered friendly jammer to enable low-complexity secure communication

between a source node and a destination node, in the presence of an eavesdropper. We propose

a WPT-assisted secure communication protocol, and analytically characterize its long-term

behavior. We further optimize the encoding-rate parameters for maximizing the throughput

subject to a secrecy outage probability constraint. We show that the throughput performance

differs fundamentally between the single-antenna jammer case and the multi-antenna jammer

case.

Third, exploiting the fact that the radio-frequency (RF) signal can carry both information

and energy, we study a point-to-point simultaneous wireless information and power transfer

(SWIPT) system adopting practical M-ary modulation for both the power-splitting (PS) and the

time-switching (TS) receiver architectures. Unlike most existing studies, we take into account

the receiver’s sensitivity level of the RF-EH circuit. We show several interesting results, such

as for the PS scheme, modulations with high peak-to-average power ratio achieve better EH

performance. Then, inspired by the PS-based SWIPT receiver, we propose a novel information

receiver, which involves joint processing of coherently and non-coherently received signals,

and hence, creates a three-dimensional received signal space. We show that the achievable rate

of a splitting receiver provides a 50% rate gain compared to either the conventional coherent
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or non-coherent receiver in the high SNR regime.

Last, we propose the design of WPT-based full-duplex backscatter communication (Back-

Com) networks for energy-constrained Internet-of-Things applications, where a novel multiple-

access scheme based on time-hopping spread-spectrum (TH-SS) is designed to enable both

one-way power transfer and two-way information transmission in coexisting backscatter reader-

tag links. Comprehensive performance analysis of BackCom networks is presented. We show

some interesting design insights, such as: a longer TH-SS sequence reduces the bit error rates

(BERs) of the two-way information transmission but results in lower energy-harvesting rate at

the tag; a larger number of BackCom links improves the energy-harvesting rate at the tags but

also increase the BERs for the information transmission.
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Chapter 1

Introduction

1.1 Motivation

In the future, wireless access will not only be about connectivity for people but for anything

that benefits from being connected [3]. We are already at the beginning of a transition into a

fully connected networked society that will provide access to information and sharing of data

anywhere and anytime for anyone and anything.

For example, Internet-of-Things (IoT) is an emerging concept of network connectivity

anytime and anywhere for billions of everyday objects, which has recently attracted tremen-

dous attention from both the industry and academia. However, keeping the massive number

of devices alive poses a key design challenge for IoT. This is especially challenging given

a large population of the devices are hidden (e.g., in the walls or appliances) or deployed in

remote or hazardous environments (e.g., in radioactive areas or pressurized pipes), making bat-

tery recharging or replacement difficult if not impossible. In general, such energy-constrained

wireless communication networks bring new challenges for contemporary wireless communi-

cations.

To fully realize future energy-constrained wireless communication networks, four chal-

lenges need to be tackled from the aspects of energy replenishment, low-complexity IoT secu-

rity, efficient device-to-device communication and smart networking.

1.1.1 Research Challenges in Energy-Constrained Wireless Communica-
tion Networks

1.1.1.1 Energy Replenishment

Due to the limited battery storage of energy-constrained devices and the inconvenience of

battery replacement for massive number of devices, the lifetime of such networks may not

meet the demand from a certain application scenario. Energy harvesting (EH), converting

ambient energy (i.e., solar, wind and thermal energy) to electrical energy, has emerged as an

alternative to power sensor nodes [4]. In theory, a sensor node can be powered perpetually as

1



2 Introduction

long as the harvested energy source is continuously available.

However, for devices powered by EH from the ambient environment, the energy arrival

process is inherently time-varying in nature. Such fluctuations in the energy arrival process

may affect the transmission delay of an EH device, i.e., there may not be sufficient energy

available at the device when it has to transmit information, thus, it has to wait until there is

sufficient harvested energy. Therefore, how to accurately measure and control the delay in

EH wireless communication network is a very important problem, especially for time-relevant

wireless applications, such as a status-monitoring wireless sensor network (WSN).

Moreover, conventional EH methods rely on various renewable energy sources in the envi-

ronment, such as solar, vibration, thermoelectric and wind, which are usually uncontrollable.

Also, a solar-energy based node is equipped with heavy solar panel, a vibration-energy based

node is equipped with relatively complex mechanical construction, a thermal-energy based

node is equipped with relatively large area thermoelectric generators, and a wind-energy based

node is equipped with big size wind turbine. These conventional EH devices may not be suit-

able for many applications that have constraints on the form factors and the costs. Therefore,

proactive wireless power transfer (WPT), an emerging EH method that only requires a radio-

frequency (RF) EH circuit with low cost and small form factor, needs to be considered, and

how to jointly design WPT and wireless information transmission (WIT) in a WPT-enabled

network is a key problem.

1.1.1.2 Low-Complexity Security

Due to the massive number of devices in future wireless communication networks, a central

controller or a network coordinator may not be available to distribute security keys to each of

the devices to enable encrypted transmission [5]. Moreover, due to the broadcast nature of

the wireless channel, the security keys can also be intercepted by the nearby eavesdroppers.

Furthermore, energy-constrained wireless communication networks also require the security

methods to be simple and low complexity, and thus, the conventional sophisticated crypto-

graphic methods may not be suitable. Therefore, the security issue of energy-constrained net-

work brings us new research challenges.

Recently, physical layer security has become an emerging technique to complement and

significantly improve the communication security of wireless networks. Comparing to the con-

ventional cryptographic approaches, physical layer security is a very different paradigm where

secrecy is achieved by exploiting the physical layer properties of the wireless communication

system, such as thermal noise, interference, and the time-varying nature of fading channels [6].

Since physical layer security does not rely on sophisticated cryptographic methods, it has low

complexity and hence is more suitable for energy-constrained networks compared to the con-
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ventional approaches.

Among all the physical layer security approaches, the proactive approach, i.e., emitting

jamming noise/interference, is a popular one, such that the quality of the eavesdropping chan-

nel is deteriorated. Although using a nearby legitimate device, say a jammer, to send some

jamming noise can effectively reduce the probability that the ongoing D2D information trans-

mission is eavesdropped by an eavesdropper, the jammer in an energy-constrained network

may not have sufficient energy nor want to consume its own energy for emitting jamming

noise. Thus, it is desirable to make the transmitter wirelessly charge the jammer first and

then recruit it to protect the secure information transmission. Therefore, the main challenge is

how to optimally design the WPT and the secure communication process such that the secure

communication is well protected while the energy consumption for WPT at the transmitter is

minimized.

1.1.1.3 Information Transmission

Since radio signals can carry energy as well as information at the same time, simultaneous

wireless information and power transfer (SWIPT) is a natural but significant idea. As proposed

and elaborated in [7], a SWIPT receiver consists of one conventional information-reception

circuit and one RF-EH circuit, and SWIPT is a more energy efficient way compared with

doing WPT and WIT separately. Therefore, for an energy-constrained network, it is desirable

to make some of the transmitters that are connected to the power grid, transfer power and

information to the energy constraint receivers at the same time.

However, most of the existing study only consider ideal assumptions when studying the

SWIPT system. Considering a practical SWIPT system, which has finite alphabet transmit

signal input, different sensitivity level of the input power of the information-reception and

RF-EH circuits and the non-linear property of the RF-EH circuit, it is desirable to jointly

optimize and design the transmit signal and the parameters of the SWIPT receiver to meet the

requirements of both the WIT and WPT.

1.1.1.4 Smart Networking

As future IoT is expected to wirelessly connect billions of low-complexity devices, the high

density of IoT devices and their ad hoc communication without network coordinator results in

strong interference which acts as a bottleneck on WIT. In general, there are two schemes to

handle the interference: one is interference cancellation, and the other is interference suppres-

sion/avoidance by spread spectrum. The first scheme is not suitable for energy-constrained IoT

since both the transmitter and the receiver are meant to be simple devices and are not able to

apply complex analog circuits and digital algorithms to cancel the interference. Hence, it is
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Figure 1.1: The thesis outline.

better to adopt the second scheme and make the interference unlikely to happen.

However, the conventional spread-spectrum methods may not be suitable in the energy-

constrained IoT applications mainly due to their high complexity. Therefore, low-complexity

spread-spectrum method, which also facilitates the WPT to charge the energy-constrained re-

ceivers, are desirable.

Many application scenarios in the future IoT require low-latency transmissions, such as

e-healthcare and public safety [8]. Therefore, adopting full-duplex device-to-device (D2D)

communications between IoT devices such that each IoT node can speak and listen at the same

time is desirable since the latency of information transmission can be reduced significantly.

However, the conventional approach for enabling full-duplex transmission relies on sophis-

ticated self-interference cancellation methods cannot be adopted in energy-constraint IoT de-

vices. Thus, how to enable low-complexity full-duplex communication in energy-constrained

IoT network is a key challenge.

This thesis tackles these research challenges in Chapters 2-6, and the thesis outline is shown

in Fig. 1.1.

1.2 Background of Energy Harvesting Techniques

In this section, we review the energy harvesting techniques employed in this thesis, i.e., ambi-

ent energy harvesting, wireless power transfer, simultaneous wireless information and power

transfer and backscatter communication.

1.2.1 Ambient Energy Harvesting

Generally speaking, EH means harvesting energy from the ambient environment such as solar,

wind, vibration, thermal energy or RF signals, or other energy sources such as foot strike,
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Table 1.1: Environmental Energy Harvesting Power (Reproduced from [1]).

Source Average harvested energy
Solar panel 15 mW/cm2

Light (indoor) 10-100 µW/cm2

Airflow 0.4-1 mW/cm3

Vibrations 200-380 µW/cm3

Thermoelectric 40-60 µW/cm2

Piezoelectric 100-330 µW/cm3

finger strokes and body heat, and converting it to electrical power/energy [4]. An EH device

first needs to convert the ambient energy arrival into a direct current (DC) signal by the EH

module, which is then used to charge the battery of the device.

The EH rate of different energy sources are listed in Table 1.1. It is straightforward to see

that EH from a solar panel can provide the highest EH rate. In addition, solar energy is the

most easily accessible energy source and there are lots of existing WSN applications based on

it. For example, the outdoor multi-target tracking networks, such as the zebra tracking and the

turtle habitat monitoring networks in US [4].

1.2.1.1 Energy Harvesting Models

In order to evaluate the performance of EH based communications, we need to model the EH

process first. Most of the studies have modeled EH processes as a time-discrete process or a

block-by-block process, due to the fact that sensors, in practice, operate in a time-block based

manner, i.e., transmission and sensing tasks are processed in one or several time blocks. In

other words, we care about how much energy is harvested in different EH time blocks, rather

than the entire time-continuous EH process within each of the block. In general, the harvested

energy in each EH block could either remain constant or change from block to block. These

EH fluctuations in time-domain are characterised by the coherent time. The coherence time is

the time interval (i.e., the number of EH time blocks) within which the harvested energy does

not change much.

There are three EH models listed below, as illustrated in Fig. 1.2.

1. Deterministic EH Model. Deterministic energy arrival is the most simple EH model. It

is a proper model when the coherence time of the EH process is much larger than the

duration of the entire communication session, such as EH by solar panel on clear days.

Since the deterministic EH model is very simple, it is commonly adopted to evaluate the

performance of EH based WSN communications [9, 10, 11].

2. Non-Causal EH Model. Non-causal EH model is an ideal EH model that the future
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EH Models

Deterministic

Non-Causal

Random

Correlated

Independent

Figure 1.2: Classification of EH models.

EH process is entirely known at the beginning of transmission. If the non-causal EH

information is known at a node, it can adopt the optimal energy scheduling strategy and

achieves the maximum communication performance. Therefore, non-causal EH model

is useful to provide a performance upper bound.

3. Random EH Models. The most popular EH model in the recent years is the random EH

model in which the EH process are regarded as random processes. In general, random

EH process can be treated as a causal EH model. They are divided into two categories:

(a) Correlated EH process is an EH process that the harvested energy in the current

time block, which is a random variable, is related to the harvested energy in the

previous time blocks, i.e., a Markov EH model [12, 13, 14]. For example, in [15,

16], the EH process is modeled as a ON-OFF two-state a first-order discrete-time

Markov process, where the harvested energy during an ON block is constant while

there is no energy harvested in OFF blocks.

(b) Independent EH process is an EH process that the harvested energy in the current

time block is independent to the harvested energy in the previous time blocks, i.e., a

i.i.d. EH model. For the i.i.d. energy arrival model, the available harvested energy

in each time block follows i.i.d. continuous distribution [17, 18, 19]. In [20, 19],

Bernoulli i.i.d. discrete EH process is considered.

1.2.1.2 Design, Optimization and Performance Analysis of EH Communication

Most of the EH WSN design problems can be treated as power scheduling problems under

dynamic EH processes. If the allocated power usage in one time block is very high, an energy

outage may happen in the next few time blocks in which the EH rate is very low and cannot

support the relevant power consumption, and thus causes performance losses. While if the

allocated power usage is very low in one time block, an energy overflow may happen in the

next a few time blocks in which the EH rate is very high and a finite battery cannot store all the



§1.2 Background of Energy Harvesting Techniques 7

available energy, and thus causes a waste of energy. Therefore, it is very important to carefully

design the power scheduling protocols.

The power scheduling problem has basically two scenarios: offline and online, correspond-

ing to non-causal and causal EH processes, respectively. The design targets of the power

scheduling problems are mostly focused on average transmission throughput maximization

during a certain time duration and transmission completion time minimization, and average

delay minimization, such as [21, 22, 23], respectively. The required constraints of the opti-

mization problems include the energy causality, i.e., not using energy in the future, and the

battery capacity.

For the offline optimization problems, where the full knowledge of both the energy state

information and the transmission channel state information are known before the beginning

of transmission, when both the object function is a concave and the constraints are convex,

the optimal power scheduling strategy can be found by solving Karush-Kuhn-Tuchher condi-

tions [21]. However, most of the EH power scheduling problems are not convex, and in this

case, optimal (deterministic) dynamic programming policy and greedy policy are helpful [24].

The approach in the optimal dynamic programming policy is to break an optimization problem

into sub-problems and then recursively find the optimal solutions to the sub-problems. The

greedy policy also first breaks down the problem into sub-problems, but then it simply picks

optimal choices for each sub-problem as the solution. However, such locally optimal (i.e.,

greedy) choices may result in a bad global solution. On the other hand, the greedy policy has

a much lower computation and space complexity compared to the optimal dynamic program-

ming policy and usually provides an acceptable sub-optimal solution in some scenarios.

For the online optimization problems, the optimization only accounts for partial or full

statistical knowledge of the EH and transmission channel fading dynamic processes, and the

problem is usually solved as an online optimal power control problem. The most commonly

used method is the stochastic dynamic programming [24, 25]. Formally, the stochastic dynamic

policy has the same components as the deterministic one. The only difference is that for the

stochastic dynamic programming, when evaluating each sub-problem, the long-term effect

caused by the adopted strategy should be taken into account.

1.2.1.3 Low-Complexity Harvest and Use Protocols

There are two kinds of low-complexity transmission protocols for EH communications:

(i) Harvest-use protocol, where the harvested energy in one time block is assumed to be

used entirely within the same block. The harvest-use protocol can be adopted by WSNs

with small battery storage [7, 26, 27, 17, 28], where the harvested energy should be used

immediately, otherwise, the battery energy overflow occurs and leads to communication
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performance losses. On the other hand, the performance analysis of harvest-use protocol-

based WSNs are often tractable, which is why they have been adopted by many research

studies. Therefore, the performance of a harvest-use protocol-based WSN can be treated

as a lower bound of that obtained by an optimal transmission protocol.

(ii) Harvest-store-use protocol, where the harvested energy in one time block can be stored

for future use. Since the harvested energy does not need to be consumed entirely, the

harvest-store-use protocol provides a better transmission performance compared with the

harvest-use protocol. The harvest-store-use protocol is adopted by WSNs with large bat-

tery storage [29, 30, 31]. In this case, the sensors do not need to use all the available

energy at each time block, and thus can better utilize the available harvested energy and

schedule its power consumption to improve the communication performance. In theory,

in order to achieve a globally optimal performance of transmission, a sensor can adap-

tively change the transmit power in each time block depending on the current energy

storage and the length of data queue. However, most of the WPT-based WSNs are simple

devices, which require low-complexity protocols that do not allow adaptively changing

the transmit power. Therefore, the widely adopted harvest-store-use protocol is a thresh-

old based protocol, which transmits with a constant power within a time block as long as

there is sufficient energy for the transmission [29, 30, 31].

1.2.2 Wireless Power Transfer and Simultaneous Wireless Information and
Power Transfer

Leveraging the far-field radiative properties of electromagnetic waves, wireless receivers are

able to harvest energy remotely from RF signals radiated by RF signal emitters. This simple

invention has been known long (a century ago) before the recent excitement about WPT. WPT

techniques are considered popular because of following two properties:

(i) Wireless, which enables conveniently powering large-scale ubiquitous nodes without bat-

tery replacements or specific conventional EH sources, particularly for implanted in-body

sensors. In other words, WPT technologies have the potential to make people’s life truly

wire free.

(ii) RF signals carry both energy and information at the same time, which enables wireless

power and information transfer at the same time.

Compared to conventional EH techniques, WPT has another two advantages:

(i) WPT is more controllable and does not rely on environmental EH sources.
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Table 1.2: Wireless Power Transfer Experimental Data [2].

Source Source Power Distance Amount of Energy Har-
vested (uW)

Isotropic RF transmitter 4 W 15 m 5.5
Isotropic RF transmitter 1.78 W 25 m 2.3
Isotropic RF transmitter 1.78 W 27 m 2
TX91501 Powercaster transmitter 3 W 5 m 189
TX91501 Powercaster transmitter 3 W 11 m 1
Tokyo TV Tower 48 kW 6.3 km 0.1-0.25
KING-TV Tower (Seattle) 960 kW 4.1 km 60
KING-TV Tower (Seattle) 960 kW 10.4 km ≥15.8

(ii) RF-EH devices, i.e., rectifier based simple passive components, are suitable for large

scale WSNs and IoT nodes. This is in contrast to: solar-energy based node is equipped

with heavy solar panel, vibration-energy based node is equipped with relatively complex

mechanical construction, thermal-energy based node is equipped with relatively large

area thermoelectric generators, wind-energy based node is equipped with big size wind

turbine.

A summary of some of the industry studies about the available harvested RF power is listed

in Table 1.2. Compared with the EH rate provided by the conventional ambient EH methods

shown in Table 1.1, we see that the EH rate of the WPT techniques in general is much lower

and decays rapidly with the distance with the RF signal emitter. This is the main problem of

WPT. However, for low power WSNs, WPT is viable and an attractive solution.

1.2.2.1 Receiver Design for WPT

The receiver architecture for WPT consists of an RF antenna, and an RF-EH device which

harvest and store the RF energy that is further used to power the other circuits of the receiver,

such as for information transmission, sensing and computing. Specifically, the RF-EH device

first converts an RF signal to DC signal via a rectifier architecture, and then uses the DC signal

to charge a battery. The architecture of the RF-EH device is quite simple. It consists of a

Schottky diode and a low pass filter (LPF), as illustrated in Fig. 1.3. To accurately measure

how much available RF power captured by the antenna can be harvested, a proper model is

required for the non-linear power conversion property introduced by the Schottky diode.

The I-V curve of a Schottky diode is illustrated in Fig. 1.4(a), and it shows that only the

positive part of the receive signal that is beyond a certain threshold, can be harvested. The

harvested power increases monotonically from zero when the receive signal power increases

and is larger than the threshold. More precisely, the non-truncated part of the non-linear model
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Figure 1.3: Illustration of a RF-EH device.

can be written as

I = Is

(
eγV − 1

)
, (1.1)

where Is is the saturation current, V is the voltage drop across the diode and γ is the reciprocal

of the thermal voltage.

Although the model in (1.1) is precise, it is not tractable for general analysis. In [32], the

authors take a Taylor expansion of the exponential function in (1.1), and the optimal waveform

design is considered based on the simplified model. In [33], in order to better capture the

truncated property of the Schottky diode, a non-linear model is considered as

PDC =
M

1 + exp (−a (PRF − b))
, (1.2)

where M, a, b are the constant diode parameters, and PRF and PDC are the input RF power and

the output DC power, respectively. Then an optimal resource allocation problem is considered

for a multi-user simultaneous wireless information and power transfer system based on the

non-linear model.

There are another two commonly considered simplified models for RF-DC power conver-

sion, as illustrated in Figs. 1.4(a) and (b).

(i) For the near-practical model (Fig. 1.4(b)), the converted DC power is assumed to increase

linearly with the received RF power only if it passes a threshold [34, 35].

(ii) For the ideal model (Fig. 1.4(c)), the converted DC power is assumed to be proportional

to the RF power only if it is beyond the threshold [7, 26].

1.2.2.2 Network Model Based on WPT

There are three network models for WPT.

1. WPT only network, where energy transfer is in the downlink. In [36], the authors pro-

posed a power beacon based hybrid cellular network. In the network, mobile users are

wirelessly powered by randomly deployed power beacons, which enables mobile users



§1.2 Background of Energy Harvesting Techniques 11

I

V

I = Is
(
eγV − 1

)
Is: saturation current

γ: reciprocal of the

thermal voltage

PRF

PDC

Pth0 PRF

PDC

Pth0

(a) Accurate non-linear behaviour of the Schottky diode

(b) Near-practical approximation (c) Ideal approximation

Figure 1.4: Illustration of the models for RF-DC converter.

to have a much longer lifetime without battery replacement. The outage and coverage

probability with power beacons was analyzed in [37].

Different scenarios such as single-/multi-user, relays, multi-carrier have been considered

with WPT [7, 38, 39, 40, 41, 31, 42, 32].

In [7], wirelessly power transfer from a multi-antenna PB to single/multiple energy re-

ceivers is studied, where the optimal WPT strategy are obtained. In [38], a system con-

sisting of a single power beacon and multiple energy receivers was considered, where

the energy receiver can only do one-bit feedback. The optimal channel learning algo-

rithm was also proposed for such a WPT system. In [39], the distributed WPT system

with limited-feedback was studied, where a distributed channel learning method was

proposed. In [40], WPT-based sensor networks were considered, where a large-scale

sensor network are powered by randomly deployed power beacons. The sensor-active

probability was also studied.

In [41], the multiple power beacon placement problem was considered. The location of

the power beacons was optimized which maximized the WPT powered communication

network. In [31] and [42], WPT-based single- and bi-directional relay networks were

considered, respectively, where the relay is wirelessly powered by the transmitter for

relaying the information to the destination. The maximal throughput of such a relay
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Figure 1.5: SWIPT receivers.

networks was derived.

In [32], WPT with multi-carrier waveform was considered, where waveform optimiza-

tion method was proposed.

2. SWIPT network, where energy and information are transferred simultaneously in the

downlink by leveraging the property that RF signal carries both information and en-

ergy. In [7], the authors first proposed a practical SWIPT system, where the receiver

can obtain information and energy simultaneously from the received signal by using a

time-switching or power-splitting method, as illustrated in Fig. 1.5.

For the time-switching-based SWIPT receiver, the RF antenna periodically switches be-

tween an information receiver and an energy receiver for information detection and EH,

respectively. In this way, the SWIPT receiver is able to detect information for a certain

percentage of time, and harvest energy in the rest of the time. For the power-splitting-

based SWIPT receiver, the received RF signal is first splitted into two streams by a pas-

sive power splitter, and then one signal is sent to the information receiver and the other

signal is sent to the energy receiver. Note that there are some other SWIPT architectures,

such as the antenna-switching based SWIPT architecture, see [43].

The network with multiple randomly deployed SWIPT links was analyzed in [44] SWIPT

for a multiple-input-single-output (MISO) broadcast channel was investigated in [45].

SWIPT in OFDM-based systems were further investigated in [46, 47]. Such systems

are important, since 4G systems are based on OFDM. In [46], downlink OFDM-SWIPT

in a multi-user system was studied, where the optimal resource allocation problem was

solved. In [47], the resource allocation problem of an OFDM cellular system, which

performs downlink SWIPT and uplink information transmission, was comprehensively

studied.

Current studies on SWIPT often consider an ideal information transmission model (i.e.,

Gaussian signaling) and investigate the tradeoff between the information capacity and

harvested energy [7, 48, 49]. In reality, SWIPT receivers are typically energy constrained
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and may be incapable of performing high-complexity capacity-achieving coding/decod-

ing scheme. Recently, SWIPT with practical coherent modulations was analyzed in [26].

Another commonly applied assumption in the SWIPT literature is that the average re-

ceived signal power at the radio-frequency (RF) EH circuit is well above the RF-EH sen-

sitivity level [7, 26, 48]. Hence, these studies ignore the impact of the RF-EH sensitivity

level. In reality, practical state-of-the-art RF-EH circuits have power sensitivity require-

ment in the range of −10 dBm to −30 dBm [2]. Guaranteeing a much higher received

signal power than the RF-EH sensitivity level often requires an extremely short commu-

nication range, which largely limits the application of SWIPT. Therefore, we consider

a more general SWIPT system with M-ary modulation where the received signal power

is not necessarily larger than the RF-EH sensitivity level. Since different constellation

symbols may have different power levels, the amount of harvested energy may vary from

symbol by symbol, and it is possible that some symbols can activate the RF-EH circuit

but others cannot. Hence, it is important to accurately capture the effect of the RF-EH

sensitivity level in analyzing the performance of SWIPT.

3. WPCN (wireless powered communication network), where energy is transferred in the

downlink and information is transfer in the uplink [50]. In [27], the authors first pro-

posed the WPCN network model. In this network, mobile users harvest RF energy

emitted by a base station, and transmit information to the base station when it has har-

vested enough energy. The WPCN is particularly useful in wireless sensor networks,

since wireless sensors usually have very low downlink data rate but high uplink data

rate, e.g., updating the sensed information to the sink. In [51], the authors further con-

sidered a full-duplex WPCN, where an access point operating in a full-duplex manner,

i.e., broadcasting wireless energy to a set of distributed users in the downlink and, and

receiving independent information from the users via time-division multiple access in

the uplink simultaneously.

However, this WPCN architecture suffers from a “doubly near-far" problem1: due to

both the downlink and uplink distance dependent signal attenuation, where a far user

from the access point, which receives less wireless energy than a nearer user in the

downlink, has to transmit with more power in the downlink for reliable information

transmission. To tackle the challenge of “doubly near-far" problem, the direct solution

is the decoupling of the uplink and the downlink [52, 36], i.e., the energy emitter and

information receiver should be separated. In [52], the authors proposed a novel WPCN

consisting of a primary and a secondary network. The low-power mobiles in a secondary

network, i.e., the secondary transmitters, harvest ambient RF energy from transmissions

1The doubly near-far problem is also applicable to SWIPT systems.
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by nearby active transmitters in a primary network, i.e., primary transmitters, while op-

portunistically transit information to the secondary receivers by accessing the spectrum

licensed to the primary network. In [36], the authors propose a cellular network consist-

ing of base stations, mobile users and power beacons (PBs). Therefore, the users are able

to harvest RF energy from the nearby PBs and transmit information to their associated

base stations.

1.2.2.3 Performance Metrics and Analysis

There is one important metric for each of the WPT network, SWIPT network and WPCN, as

shown below.

WPT efficiency is considered in WPT only networks, which is defined as

ηWPT =
Ptx

Prx
, (1.3)

where Ptx and Prx are the transmit signal power and the harvested signal power at the trans-

mitter and the receiver, respectively. WPT efficiently indicates the quality of a WPT proto-

col design, such as channel training-based energy transfer [53, 54], and multi-antenna energy

beamforming [38, 55, 39].

Rate-energy region is considered in SWIPT networks, which is the boundary of all the

achievable tradeoff for maximal information rate versus energy transfer [7, 26]. A large rate-

energy region means the SWIPT network is more capable for simultaneously harvesting RF

energy and detecting information, or the performance losses on information detection due to

the RF EH is smaller.

Uplink throughput is the key metric for a WPCN. WPCNs encounter a doubly near-far

problem due to the fact that a far sensor from the sink, which receives less wireless energy

than a nearer sensor in the downlink, has to transmit with more power in the uplink to achieve

the same reliable information transmission rate [27]. Therefore, in order to achieve a better

uplink throughput of a WSN, one needs to properly design the downlink WPT and the uplink

information transmission protocols. A time-division-multiple-access based uplink-downlink

user scheduling scheme is proposed in [27].

1.2.3 Backscatter Communications

Keeping the massive number of energy-constrained IoT smart devices alive poses a key design

challenge for IoT, as mentioned before, it is highly desirable to power IoT nodes by ambi-

ent EH [4] or WPT [56]. Another promising solution is BackCom that allows an IoT node

to transmit data by reflecting and modulating an incident RF wave [57]. The conventional
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radio architecture comprises power-hungry RF chains having oscillators, mixers and digital-

to-analog converters, which results in non-compact form factors and limiting the battery lives

of IoT devices. In contrast, a backscatter node has no active RF components and as a result

can be made to have miniature hardware with extremely low power consumption, facilitating

large-scale deployment at flexible location or even in-body implantation.

Specifically, a basic BackCom system consists of two devices: a mobile backscatter node,

i.e., a Tag, and a Reader [58]. The Tag is a passive node that harvests energy from an inci-

dent single-tone sinusoidal continuous wave (CW) radiated by the Reader, and also modulates

and reflects a fraction of the wave back to the Reader. Specifically, the wave reflection is

due to an intentional mismatch between the antenna and load impedance. Varying the load

impedance makes the reflection coefficient to vary following a random sequence that modu-

lates the reflected wave with Tag’s information bits. Such a modulation scheme is named as the

backscatter modulation. Therefore, the passive Tag is powered by RF EH and does not require

any active RF component. On the contrary, the Reader has its own power supply and a full set

of conventional RF components for emitting CW and information transmission/reception.

In the past two decades, the basic point-to-point BackCom has been widely deployed in

the application of radio-frequency identification (RFID) for a passive RFID Tag to report an

ID to an enquiring Reader over the near field (typically several centimeters). In its early stage,

IoT comprised of primarily RFID devices for logistics and inventory management. However,

IoT is expected to connect tens of billions of devices and accomplish much more sophisti-

cated and versatile tasks with city-wise or even global-scale influences. This demands the

communication capabilities and ranges (tens of meters) between IoT nodes to be way beyond

the primitive RFID operations supporting bursty and low-rate (several-bytes pre-written ID

sequence) uni-directional transmission over several meters. This can be achieved via a full-

fledged BackCom theory leveraging the existing well-developed communication technologies

such as small-cell networks, full-duplexing, multi-antenna communications and wireless PT,

as well as advancements in electronics such as miniature radios (e.g., button-size radios) and

low-power electronics. Furthermore, instead of supporting a single RFID link, a BackCom

networking theory has to be developed for allowing multiple access by a massive number of

simultaneous IoT nodes. From the computing perspective, it is desirable for IoT sensors to

pre-process sensing data to reduce its redundancy and latency while RFID Tags have no such

capabilities. Despite the constraint on their form factors, IoT sensors can acquire powerful

computing capabilities leveraging the advancements in miniature computers e.g., computer on

a stick. These IoT design challenges present many promising research opportunities, resulting

in a recent surge in research interests in BackCom.
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1.3 Literature Review

In this section, we review the relevant work in the literature on wireless sensor networks,

physical layer security, and passive backscatter communications.

1.3.1 Wireless Sensor Network

The first WSN was originally invented by the United States Military in the 1950s to detect

and track Soviet submarines [59]. The network, which consisted of acoustic sensors, was dis-

tributed in the Atlantic and Pacific oceans. In the 1980s, the United States Defense Advanced

Research Projects Agency (DARPA) started the distributed sensor network program which

boosted the civilian and scientific research on WSNs. Thanks to the advances in semiconduc-

tor, networking and material science technologies in the past a few decades, the ubiquitous

deployment of large-scale WSNs has finally come true. The state-of-the-art WSNs have many

applications such as micro-climates measurement on farms, habitat monitoring, volcano moni-

toring, structural monitoring, vehicle tracking, human presence detection in homes and offices,

electrical/gas/water metering.

The future IoT, which is going to connect tens of billions of low-complexity wireless de-

vices such as sensors and wearable computing devices, can be treated as an advanced evolution

of WSN. The IoT will enable new applications such as smart cities, home automation and e-

healthcare. One of the most important implementation challenge of the IoT is that the finite

battery capacity sensor nodes have a limited lifetime and thus require regular battery replace-

ments [60]. This kind of battery replacement for massive number of IoT nodes is difficult or

even infeasible as many sensors are deployed in hazardous environments or hidden in walls,

furniture and even in human bodies.

One immediate solution is to use large batteries for longer lifetimes, however, the increased

size, weight and cost may not be affordable for the massive number of sensors. Another so-

lution is to adopt low-power hardware, but at the cost of lesser computation ability and lower

transmission ranges. To effectively address the finite node lifetime problem, an alternative

technique, i.e., EH powered WSN is the most promising solution. Fig. 1.6 illustrates the basic

architecture of an EH WSN, which consists of multiple sensors and one sink. The sensors are

able to harvests energy from a solar panel and may also harvests energy from other energy

sources such as RF signals emitted by power beacons or base stations.

More precisely, an EH sensor consists of six modules: a micro-controller, EH module,

battery, sensing modulo, transmitter(and receiver) and data buffer. The sensor first needs to

convert the ambient energy arrival into a direct current (DC) signal by the EH module, which

is then used to charge the battery of the sensor. Powered by the harvested energy, the sensing

module senses its relevant parameters and saves the sensed data into the data buffer, and the
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Figure 1.6: Illustration of EH WSN.

transmitter transmits the sensed data to the sink.

1.3.1.1 Power Consumption of Wireless Sensor

There are three main energy costs in wireless sensors, which are summarized in [1] as

(i) Energy cost of RF transmission and reception. This is the energy consumption of the RF

components of the transmitter (and also the receiver), such as the mixer and the analog to

digital converter (ADC).

(ii) Energy cost of information sensing and processing. This is the energy consumption of

the sensor chip and the ADC of the sensing module.

(iii) Energy cost of other basic processing while being active. This is the energy consumption

of the micro-controller of the wireless sensor node. The processing unit, which is gener-

ally associated with a small storage unit, performs tasks, processes data, and controls the

functionality of other components in the sensor node.

The power consumption for processing, sensing, and transmission/reception for most com-

monly used WSN nodes are summarized in Tables 1.3, 1.4 and 1.5, respectively. In Table 1.3,

we list two micro-controllers PXA271 and ATmega 128/L, which are used in two popular

WSN nodes Inote2 and MicaZ, respectively. We also include three micro-controllers of TI’s

low voltage low power series. Comparing TI’s MSP430F2132 with ATmel’s ATmega 128/L,

we see that the active power consumption is significantly reduced. In Table 1.4, we list five

sensor chips with the functions of three-axis accelerometer, pressure sensing, light sensing,
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temperature sensing, and thermopile sensing. We see that the power consumption of differ-

ent types of sensors varies greatly. In Table 1.5, we list five commonly used 2.4 GHz Low

Power Transceiver for the IEEE 802.15.4 standard. Comparing TI’s CC2520 with Freescale’s

MC1321, it is easy to see that MC1321’s power consumption is almost doubled compared to

CC2520 in the receive mode, while the transmit power consumption are almost the same.

We see that the energy cost of processing and sensing is much smaller compared to the

energy cost of transmission, and this is the reason why majority of the current work on EH

WSNs has considered only the energy cost of transmission, while ignoring the energy cost of

processing and sensing [12, 13].

However, the IoT will require various more complicated sensing functions, such as charge

coupled device (CCD) or complementary metal oxide semiconductor (CMOS) image sensors

that adopt array sensing, and high-rate and high-resolution acoustic and seismic sensors [61]

(and references therein). The energy cost of sensing in this scenario can actually be higher

than the energy cost of transmission. Moreover, as an emerging low power communication

technique, BackCom, which does not have any active RF components and relies on passive RF

signal reflection, has an ultra low power consumption roughly within a µW level when active

for transmissions [57, 62]. Therefore, in these application scenarios, power consumption for

sensing is comparable to or even much higher than that of transmission/reception. The first

study is [63] that considers an WSN energy allocation problem taken into account both the

sensing and transmission power consumption.

Table 1.3: Processor Consumption

PXA271 ATmega
128/L

TMS320c5535 MSP430F2132

Features CPU MCU DSP MCU
Company Intel Atmel TI TI
Voltage Sup-
ply

3 V 5 V 1.05 V 2.2 V

CPU Fre-
quency

13 MHz 12MHz 50 MHz 1M

Active Mode
Power

44.2 mW 125 mW 7.5 mW 0.55 mW

Standby
Mode Power

1.72 mW
(idle 8.5
mW)

8.5 mW 0.26 mW 1.54 uW
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Table 1.4: Sensor Consumption

Features ADXL345 MS5534AM TSL2550D PGA309-ht LMP91051
Manufacturer Analog De-

vices
Intersema TAOS TI TI

Function three-axis
Accelerome-
ter

Barometric
Pressure
Sensor

Ambient
Light Sensor

Temperature
and pressure
Sense

thermopile
sensor

Voltage Sup-
ply

2.5 V 3 V 3.3 V 3 V 3.3 V

Active Mode
Power

58 uW 3 mW 1 mW 3.6 mW 11.88 mW

Standby
Mode Power

0.25 uW 0.01 mW < 0.03 mW 0 0.247mW

Table 1.5: Transceiver Consumption (Reproduced from [1])

Features CC2520 CC2590 JN5139 MC1321 EM1250
manufacturer TI TI Jennic Freescale Ember
Bit Rate
(kbps)

250 250 250 250 250

Supply Volt-
age (V)

1.8-3.8 2.2-3.6 2.2-3.7 2.0-3.4 2.1-3.6

Sleep Cur-
rent (uA)

1 0.1 0.2 1 1

Rx Current
(mA)

18.5 3.4 34 37 29

Tx Current
Min (mA)

16.2(-18
dBm)

- - 20.9(-28
dBm)

19(-32 dBm)

Tx Current
Max (mA)

33.6 (5
dBm)

22.1 (12
dBm)

35 (3 dBm) 30 (0 dBm) 33 (5 dBm)

1.3.1.2 Delay in Energy Harvesting Wireless Sensor Networks

The recent IoT brings ubiquitous wireless sensors together, which monitor environmental data

and update them to the users. In this status monitoring application, we need the sensors to

update their monitored status as timely as possible. The conventional metric to measure the

timeliness of a WSN is update cycle, which measures the time elapsed from one status update

at the sink to the next. Update cycle captures how frequently the status information is updated

at the user. For example, if the average update cycle of a WSN is 10 sec, then we can expect

that the status updates successfully at the user every 10 sec.

However, from the 10 sec update cycle, we cannot see when the status was originally

generated. For example, when a successful status is received/updated at the user, the status
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could be collected 9 sec ago, which is not a fresh status, or 1 sec ago, which is a fresh status.

Measuring the freshness of the updated status has long been desirable, but it is only recently

that it have been seriously considered and modeled in [64, 65, 66], and named as update age.

Since both the update frequency and freshness are related to determine how timely a status

monitoring WSN is, one need both the update cycle and update age to accurately measure the

timeliness of the status monitoring WSN [30].

1.3.2 Physical Layer Security

Physical layer security has been recently proposed as a complement to cryptography method to

provide secure wireless communications [67, 6]. It is a very different paradigm where secrecy

is achieved by exploiting the physical layer properties of the wireless communication system,

especially interference and fading. Several important physical layer security techniques have

been investigated in the past decade (see a survey article [68] and the references therein).

Inspired by cooperative communication without secrecy constraints, user cooperation is a

promising strategy for improving secrecy performance. There are mainly two kinds of coop-

eration: cooperative relaying and cooperative jamming. As for cooperative relaying, the well-

known decode-and-forward and amplify-and-forward schemes were discussed in [69, 70, 71]

with secrecy considerations. Following the idea of artificial noise in [72], cooperative jamming

was investigated as an effective method to enhance secrecy [73, 74, 75, 76, 77, 78, 79, 80, 81].

In this scheme, a friendly jammer transmits a jamming signal to interfere with the eaves-

dropper’s signal reception at the same time when the source transmits the message signal.

In [73, 74, 75], the authors focused on the design of a single-antenna jammer. In [76] and [77],

multiple single-antenna jammers were considered to generate distributed cooperative jamming

signals. In [78], the authors studied multi-antenna jammer (called relay in [78]) in secure wire-

less networks. Motivated by this work, the authors in [79, 80, 81] considered multi-antenna

jammers in MIMO (multiple-input and multiple-output) networks.

In [82, 83], the authors considered secure communications with one information receiver

and one (or several) wireless EH eavesdropper(s). In [84], the authors studied the coexistence

of three destination types in a network: an information receiver, a receiver for RF EH and

an eavesdropper. In [85], the authors considered the wireless communication network with

eavesdroppers and two types of legal receivers which can receive information and harvest RF

energy at the same time: desired receiver and idle receiver, while the idle receivers are treated

as potential eavesdroppers. All these works on secure communication did not explicitly study

how the harvested energy at the receiver is used.
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1.3.3 Backscatter Communication Networks

1.3.3.1 BackCom Systems

Recently, active research has been conducted on designing techniques for various types of

BackCom systems and networks which are more complex than the traditional RFID sys-

tems [86, 87, 88, 89, 90]. One focus of the research is to design multiple-access BackCom

networks where a single reader serves multiple tags. As proposed in [86], collision can be

avoided by directional beamforming at the reader and decoupling tags covered by the same

beam using the frequency-shift keying modulation. Subsequently, alternative multiple-access

schemes were proposed in [87] and [88] based on time-division multiple access and collision-

detection-carrier-sensing based random access, respectively. A novel approach for collision

avoidance was presented in [89] which treats backscatter transmissions by tags as a sparse

code and decodes multi-tag data using a compressive-sensing algorithm.

1.3.3.2 Energy Transfer in BackCom Systems

IoT devices having the capabilities of sensing and computing consume more power than sim-

ple RFID tags and also require much longer WIT/WPT ranges (RFID ranges are limited to

only several meters). This calls for techniques for enhancing the WPT efficiency in BackCom

systems by leveraging the rich results from the popular area of wireless power transfer (e.g.,

see the surveys in [56, 91]). In [92], it was proposed that a reader is provisioned with multi-

antennas to beam energy to multiple tags. An algorithm was also provided therein for the

reader to estimate the forward-link channel, which is required for energy beamforming, using

the backscattered pilot signal also transmitted by the reader.

The WPT efficiency can be also enhanced by reader cooperation. For example, multi-

ple readers are coordinated to perform WPT (and WIT) to multiple tags as proposed in [93].

The implementation of such designs require BackCom network architectures with centralized

control. However, IoT relies primarily on distributed device-to-device (D2D) communication.

Large-scale distributed D2D BackCom are modeled and analyzed in [90] using stochastic ge-

ometry, where tags are wirelessly powered by dedicated stations (called power beacons). In

particular, the network transmission capacity that measures the network spatial throughput was

derived and maximized as a function of backscatter parameters including duty cycle and reflec-

tion coefficient. Instead of relying on peer-to-peer WPT, an alternative approach of powering

IoT devices is to harvest ambient RF energy from transmissions by WiFi access points or TV

towers [94].
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1.3.3.3 BackCom Systems with D2D Communication

Conventional BackCom techniques designed for RFID applications mostly target simple single-

tag systems and one-way IT from a tag to a reader. Nevertheless, for future IoT supporting

D2D communications, many distributed reader-tag links will coexist. This prompts researcher

to design more sophisticated and versatile BackCom techniques to improve the data rates and

mitigate interference. An EH D2D BackCom system was designed in [95] that features a full-

duplex BackCom link where high-rate data and a low-rate control signal are transmitted in the

opposite directions using on-off keying and binary amplitude modulation (AM), respectively,

which are superimposed exploiting their asymmetric bit-rates. In BackCom systems with co-

existing links, interference is a much more severe issue than that in conventional systems due

to interference regeneration by reflection at all nodes having backscatter antennas. The time-

hopping spread spectrum (TH-SS) scheme was first proposed in an ultra-wide band (UWB)

system [96], and the idea of mitigating interference using TH-SS was further applied to UWB

RFID (BackCom) systems [97]. The drawback of such a system is that the required accu-

rate analog detection of ultra-sharp UWB pulses places a stringent requirement for hardware

implementation and may not be suitable for low complexity IoT devices.

Many application scenarios in the future IoT require low-latency transmissions, such as

e-healthcare and public safety [8]. Therefore, adopting full-duplex D2D communications be-

tween IoT devices such that each IoT node can speak and listen at the same time is desirable

since the latency of information transmission can be reduced significantly. The conventional

approach for enabling full-duplex transmission over a single link relies on self-interference

cancellation [98]. The implementation requires sophisticated adaptive analog-and-digital sig-

nal processing that is unsuitable for low-complexity and low-power IoT devices. Since in con-

ventional BackCom systems, the reader/tag is able to transfer/receive energy and receive/trans-

fer information simultaneously, it is natural to design a full-duplex BackCom system enabling

simultaneous two-way information transmission/reception. A simple full-duplex BackCom

design, supporting low data rates for IoT links, was proposed in [95]. However, the drawback

of the design is the requirement of asymmetric rates for transmissions in the opposite direc-

tions since it targets mixed transmissions of data and control signals. Though information flow

in RFID applications is usually uni-directional, message exchange between nodes is common

in IoT. Therefore, the reader-to-tag and tag-to-reader ITs are equally important for future IoT

applications, which require symmetric communication links between the massive number of

devices.
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1.3.4 Limitation of Existing Studies

Although the existing studies have focused on and solved many problems in wireless commu-

nication networks powered by EH, there are still various remaining open problems in this area.

In the thesis, we aim to fill in several important blanks in the literature by raising and tackling

the following key questions:

• What are the proper delay metrics for a status-monitoring WSN powered by EH, that are

able to comprehensively capture the quality of the status-updating process? How does the

energy consumption of a sensor node, such as that for transmission and sensing, effect the

delay performance?

• How to design an energy-constrained secure communication network, where the friendly

jammer may not have energy for jamming? What is the secure performance and how to

maximize the performance of this network?

• What is the performance of EH and information decoding of a practical SWIPT system,

which has finite-alphabet inputs and a non-linear RF-EH receiver? How to optimize the

performance of the SWIPT system with these practical constraints?

• Is it possible to make a SWIPT-like receiver that also benefit information reception com-

pared with the conventional receivers, and how to do it?

• How to design a communication protocol for a passive backscatter interference network

consisting of multiple reader-tag pairs, such that the readers and the tags are able to listen

and speak at the same time, and the network interference is effectively suppressed as well?

What is the communication performance of such a network?

1.4 Thesis Overview and Contributions

The main focus of the thesis is on the design, analysis and optimization of wireless communi-

cation systems powered by EH for the application of energy-constrained IoT. In particular, we

consider EH wireless sensor networks, WPT-based secure communication network, SWIPT

systems, and WPT-based BackCom system. The specific contributions of each chapter are

detailed below:

Chapter 2-Energy Harvesting Wireless Sensor Networks with Delay Con-
straints

In Chapter 2, we consider a status monitoring scenario in a WSN, e.g., monitoring some prop-

erty of a target environment, with one sensor-sink pair. The sensor is solely powered by EH
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from an ambient energy source. The sensor periodically monitors and senses the current en-

vironment, i.e., it generates current status information about one or more variables of interest,

and then transmits a status-information-containing packet to the sink2. Once the packets are

successfully transmitted to the sink, which may occur after several failed retransmissions due

to fading in the transmission channel, the status under monitoring is updated at the sink.

We adopt two different metrics to assess the delay performance: (i) update age3 which

measures the time duration between the time of generation of the current status information at

the sink and the time at which it is updated at the sink, and (ii) update cycle which measures

the time duration between one status update at the sink to the next. The update age (or fresh-

ness) and update cycle (or frequency) are complementary measures. For instance, a smaller

update age means the updated status information at the sink is much more timely, but does

not indicate when the next update status information will be received. A smaller update cycle

means more frequent status updates at the sink, but does not indicate when the current updated

status information was originally generated or how old it is. Thus, the quality of a status mon-

itoring system, i.e., the status update freshness and frequency, is comprehensively captured by

the update age and update cycle, respectively.

We account for the fact that sensing and transmission operations both consume energy.

Inspired from the harvest-then-use and save-then-transmit communication protocols for EH

nodes in wireless networks [17, 31, 34], which are simple to implement in practice, we consider

a harvest-then-use protocol for the EH sensor. In our proposed protocol, the sensor performs

sensing and transmission as soon as it has harvested sufficient energy. In order to limit the delay

due to retransmissions, we impose a time window for retransmissions. The delay performance

of the considered harvest-then-use protocol is analyzed. The main contributions of this chapter

are summarized as follows:

• We provide a comprehensive study on the delay performance of EH sensor networks.

Apart from the commonly considered delay due to the information transmission from

the sensor to the sink, defined as the update age, we also characterize the frequency of

updating the information held by the sink, defined as the update cycle.

• Considering a Rayleigh fading wireless channel, we analytically derive the statistics of

both the update cycle and the update age. We consider both a deterministic energy arrival

model and a random energy arrival model with a general distribution, so that our results

can be applied to model a wide range of EH processes.
2Due to the fluctuation in the energy arrival process, strictly periodic sensing and transmission is not possible.

Thus, ‘periodic’ is used to indicate that the sensor alternates between sensing and transmission(s) in order to keep
status updating at the sink.

3The term update age is inspired by [65] and indicates the age or timeliness of the transmitted information,
since an outdated message may lose its value in a communication system when the receiver has interest in fresh
information [64]. Note that this notion of the delay is in fact the same as the transmission delay in [34].
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• We take the energy costs of both sensing and transmission into account when studying

the delay performance. Such a consideration brings up an interesting question of whether

to increase or reduce the number of allowed retransmission attempts for each sensed

information, because both sensing and transmission consume energy. This in turn results

in a tradeoff between the update cycle and the update age. The tradeoff emphasizes the

importance of modeling the energy cost of sensing.

The results in this chapter have been presented in [30] and [99], which are listed again for

ease of reference:

[30] W. Liu, X. Zhou, S. Durrani, H. Mehrpouyan and S. D. Blostein, “Energy Harvesting

Wireless Sensor Networks: Delay Analysis Considering Energy Costs of Sensing and Trans-

mission," IEEE Trans. Wireless Commun., vol. 15, no. 7, pp. 4635-4650, July 2016.

[99] W. Liu, X. Zhou, S. Durrani, H. Mehrpouyan, and S. D. Blostein, “Performance of

wireless-powered sensor transmission considering energy cost of sensing" in Proc. IEEE

GLOBECOM, Dec. 2015, pp. 1-7.

Chapter 3-Wireless Power Transfer Assisted Secure Communication

In Chapter 3, we consider a scenario that the network designer wants to establish secure com-

munication between a pair of source-destination devices with minimal cost. To this end, a

simple passive device is deployed nearby as a helper. Such a device does not have connec-

tion to power line and is only activated during secure communication. The requirements of

simplicity and low cost bring important challenges: the helping device should have low com-

plexity in its design and operation, with a low-cost EH method to enable its operation when

needed. Consequently, the helping device should ideally have very little workload of online

computation and minimal coordination or information exchange with the source-destination

pair.

To solve the above-mentioned secure communication design problem, we propose to use

a wireless-powered friendly jammer as the helping device, where the jammer harvests energy

via wireless power transfer from the source node. The EH circuit (consisting of diode(s) and

a passive low-pass filter [2, 26]) is very simple and cost effective. More importantly, such a

design allows us to control the EH process for the jammer, which is very different from the

conventional EH methods that rely on uncontrollable energy sources external to the commu-

nication network. We use a simple time-switching protocol [7, 27, 31], where WPT and WIT

are separated in time. In this regard, the time allocation between PT and IT must be carefully

designed in order to achieve the best possible throughput performance. We solve this problem

by optimizing the jamming power, which indirectly gives the best time allocation for achieving

the maximum throughput while satisfying a given secrecy constraint. We further optimize the
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rate parameters of secure communication. All design parameters are optimized offline with

only statistical knowledge of the wireless channels.

The main contributions of this chapter are summarized as follows:

• The novelty of the work lies in the design of a communication protocol that provides

secure communication using an energy-constrained jamming node wirelessly powered

by the source node. The protocol sets a target jamming power and switches between IT

and PT depending on whether the available energy at the jammer meets the target power

or not.

• We study the long-term behavior of the proposed communication protocol and derive a

closed-form expression of the probability of IT. Based on this, we obtain the achievable

throughput of the protocol with fixed-rate transmission.

• We optimize the rate parameters to achieve the maximum throughput while satisfying

a constraint on the secrecy outage probability. Further design insights are obtained by

considering the high SNR regime and the large number of antennas regime. We show

that when the jammer has a single antenna, increasing the source transmit power quickly

makes the throughput converge to an upper bound. However, when the jammer has mul-

tiple antennas, increasing the source transmit power or the number of jammer antennas

improves the throughput significantly.

The results in this chapter have been presented in [29] and [100], which are listed again for

ease of reference:

[29] W. Liu, X. Zhou, S. Durrani, P. Popovski, “Secure Communication with a Wireless-

Powered Friendly Jammer," IEEE Trans. Wireless Commun., vol. 15, no. 1, pp. 401–415, Jan.

2016.

[100] W. Liu, X. Zhou, S. Durrani, “Wireless-Powered Friendly Jammer for Physical Layer

Security," in Proc. IEEE WCSP, Oct. 2015, pp. 1-5.

Chapter 4-SWIPT System with Practical Constraints

In Chapter 4, we consider a transmitter-receiver pair adopting SWIPT with either PS or TS

scheme. In the PS scheme, the transmitter transfers modulated data signal to the receiver,

then the receiver splits the received signal into two separate streams, one to draw energy and

one to acquire information, respectively. In the TS scheme, for a given percentage of time, the

transmitter transfers energy signal to the receiver, and the receiver draws energy from it. For the

remaining portion of time, the transmitter transfers modulated data signal to the receiver, and

the receiver acquires information from the signal. Assuming a Nakagami-m fading channel,

we derive the average harvested power and the average number of successfully transmitted
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symbol per unit time (i.e., the symbol success rate), at the receiver. We study the performance

tradeoff between information decoding and EH using these metrics.

The main contributions of this chapter are summarized as follows:

• For the PS scheme, a modulation scheme with high peak-to-average power ratio (PAPR)

leads to a better EH performance, e.g., M-PAM performs better than M-QAM, which

performs better than M-PSK. This modulation performance order is very different from

that of information decoding.

• For the TS scheme, we propose an optimal energy signal for the power transfer phase,

which maximizes the available harvested energy. This is done by minimizing the dura-

tion of time for wireless power transfer since in this way one minimizes the amount of

energy that is not harvested due to the impact of the RF-EH sensitivity level.

• For both the PS and TS schemes, we show that channel fading is beneficial for EH when

the RF-EH sensitivity level is considered in the analysis. This is in contrast to previous

studies, which ignored the sensitivity level.

The results in this chapter have been presented in [35], which is listed again for ease of

reference:

[35] W. Liu, X. Zhou, S. Durrani, and P. Popovski,“SWIPT with practical modulation and RF

energy harvesting sensitivity," in Proc. ICC, May 2016, pp. 1–7.

Chapter 5-A Novel SWIPT-Inspired Information Receiver

In Chapter 5, inspired by the PS-based SWIPT receiver, we consider a basic point-to-point

communication system and revisit the design of the communication receiver. We propose a

novel receiver with joint coherent and PD-based non-coherent processing. To the best of our

knowledge, this is an open problem in the literature and it is not immediately clear whether joint

processing will be better than either coherent or PD-based non-coherent processing alone. In

this work, we show that it can in fact significantly improve the achievable rate and also reduce

the symbol error rate (SER).

The main contributions of the chapter are summarized as follows:

• We propose a novel information receiver architecture for a K-antenna receiver called

splitting receiver. The received signal at each antenna is split into two streams by a

passive power splitter with a certain splitting ratio. One stream is processed by a con-

ventional coherent detection (CD) circuit, and the other is processed by a (non-coherent)

PD circuit, and then the 2K streams of processed signal are jointly used for information

detection.
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• As a variant of the splitting receiver, we also propose a simplified receiver where no

power splitters are required and a fixed number of antennas are connected to CD circuits

and the remaining antennas are connected to PD circuits. Analytically, the simplified

receiver can be treated as a special case of a splitting receiver, where the splitting ratio

at each antenna can only take 1 or 0.

• From an information-theoretic perspective, we model the channel introduced by the

splitting receiver as a splitting channel. Assuming a Gaussian input to the splitting

channel, in the high signal-to-noise-ratio (SNR) regime, we show analytically that: (i)

The asymptotic maximum mutual information of the splitting channel is 3/2 times that

of either the coherent AWGN channel or the non-coherent AWGN channel, under the

same average received signal power constraint. (ii) For a splitting receiver with a single

receiver antenna, the asymptotic optimal power splitting ratio is 1/3. (iii) For the sim-

plified receiver with a large number of receiver antennas, connecting half the antennas

to the CD circuits and the other half to the PD circuits is the optimal strategy.

• For transmissions based on practical modulations, we analyze the symbol decision re-

gion and the SER at the splitting receiver. Considering high SNR regime, we derive

the SER expression for a general modulation scheme. The analytical results show that,

compared with the conventional coherent receiver, the splitting receiver achieves asymp-

totic SER reduction by a factor of M− 1 for M-PAM (pulse amplitude modulation) and√
M− 1 for M-QAM (quadrature amplitude modulation).

The results in this chapter have been presented in [101], which is listed again for ease of

reference:

[101] W. Liu, X. Zhou, S. Durrani, P. Popovski, “A Novel Receiver Design with Joint Coherent

and Non-Coherent Processing," in IEEE Trans. Commun., vol. 65, no. 8, pp. 3479-3493, Aug.

2017.

Chapter 6-WPT-Based Backscatter Interference Networks

In Chapter 6, we consider a BackCom interference network comprising K coexisting pairs

reader-tag. Each reader is provisioned with reliable power supply and performs both WPT and

WIT to an intended tag that transmits data back to the reader by backscatter. Targeting this

network, a novel multiple-access scheme, called time-hopping full-duplex BackCom, is pro-

posed to simultaneously mitigate interference and enable full-duplex communication. These

two features are realized by two components of the scheme.

The main contributions of this chapter are summarized as follows:
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• We propose the novel sequence-switch modulation scheme where a bit is transmitted

from a reader to a tag by switching between a pair of TH-SS sequences each containing

a single random nonzero on-chip. Besides reducing the interference power by the TH-SS

sequence [102], the design not only supports WPT for every symbol via the transmission

of a nonzero chip but also satisfies the constraint of non-coherent detection at tags using

energy detectors [103]. Each tag also continuously harvests energy from interference.

• To realize the full-duplex feature of time-hopping BackCom, the backward transmission

from a tag to a reader is implemented such that each tag modulates the transmitted on-

chip in the corresponding TH-SS sequence using the binary-phase-shift keying (BPSK)

and a reader performs coherent demodulation to detect the bit thus transmitted. The

BPSK modulation at a tag is operated by switching two impedances chosen according

to the reflection coefficients having zero and 180-degree phase shifts. Compared with

the previous design of full-duplex BackCom in [95], the proposed technique has the

advantages of supporting symmetric full-duplex data rates and interference mitigation.

• The performance of the proposed time-hopping full-duplex BackCom scheme is thor-

oughly analyzed in this chapter in terms of bit-error rate (BER) for WIT and the ex-

pected power-transfer rate (PTR) and the energy-outage probability for WPT. The main

results are summarized as follows:

1) (Synchronous Transmissions) First, consider a typical link in a two-link BackCom

interference system where the time-hopping full-duplex BackCom scheme is de-

ployed. Assume chip synchronization between links. From the WIT perspective,

the BERs for the forward (reader-to-tag) and the backward (tag-to-reader) trans-

missions are derived for both the cases of static and fading channels. The results

quantify the effects of TH-SS on mitigating the original and regenerated interfer-

ence.

2) (Asynchronous Transmissions) Next, the assumption of chip synchronization is

relaxed. The preceding results are extended to the case of (chip) asynchronous

transmissions. It is found that the lack of synchronization between coexisting links

degrades the BER performance for both forward and backward transmissions. For

example, in the high SNR regime, the BER for backward transmission is approxi-

mately doubled. Nevertheless, the effects of asynchronous transmissions on WPT

are negligible.

3) (K-Link Systems) Last, the performance analysis for the two-link systems is gen-

eralized to a K-link system. It is shown that the BER for forward transmission as

well as the expected PTRs are approximately proportional to (K− 1).
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The results in this chapter have been presented in [62] and [104], which are listed again for

ease of reference:

[62] W. Liu, K. Huang, X. Zhou, and S. Durrani, “Full-Duplex Backscatter Interference Net-

works Based on Time-Hopping Spread Spectrum", in IEEE Trans. Wireless Commun., vol. 16,

no. 7, pp. 4361-4377, July 2017.

[104] W. Liu, K. Huang, X. Zhou, and S. Durrani, “Time-Hopping Multiple-Access for Backscat-

ter Interference Networks", to appear in IEEE GLOBECOM 2017.

Finally, Chapter 7 gives a summary of results and provides suggestions for future research

work.



Chapter 2

Energy Harvesting Wireless Sensor
Networks with Delay Constraints

Energy harvesting provides a means of greatly enhancing the lifetime of wireless sensor nodes.

However, the randomness inherent in the EH process may cause significant delay for perform-

ing sensing operation and transmitting the sensed information to the sink. In this chapter, unlike

most existing studies on the delay performance of EH sensor networks, where only the energy

consumption of transmission is considered, we consider the energy costs of both sensing and

transmission. Specifically, we consider an EH sensor that monitors some status property and

adopts a harvest-then-use protocol to perform sensing and transmission. To comprehensively

study the delay performance, we consider two complementary metrics and analytically derive

their statistics: (i) update age - measuring the time taken from when information is obtained

by the sensor to when the sensed information is successfully transmitted to the sink, i.e., how

timely the updated information at the sink is, and (ii) update cycle - measuring the time du-

ration between two consecutive successful transmissions, i.e., how frequently the information

at the sink is updated. Our results show that the consideration of sensing energy cost leads

to an important tradeoff between the two metrics: more frequent updates result in less timely

information available at the sink.

This chapter is organized as follows. Section 2.1 presents the system model and the

harvest-then-use protocol with a time window for retransmissions. Section 2.2 defines the

proposed delay related metrics. Sections 2.3 and 2.4 are the main technical sections in the

chapter which analyze the update age and update cycle, respectively. Section 2.5 presents the

numerical results. Finally, Section 2.6 concludes the chapter.

2.1 System Model

We consider the transmission scenario where a sensor periodically transmits its sensed infor-

mation to a sink, as illustrated in Fig. 2.1. The sensor is an EH node which harvests energy

31
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from the ambient environment such as solar, wind, vibration or RF signals. The sensor has two

main functions, i.e., sensing and transmission, each having individual energy cost. We assume

half-duplex operation, i.e., sensing and transmission cannot occur at the same time. In order to

perform either sensing or transmission, the sensor first needs to spend a certain amount of time

on EH. The harvested energy is stored in a battery. We assume that the battery cannot charge

and discharge at the same time [17]. In addition, the battery has sufficient charge capacity

such that the amount of energy stored in the battery never reaches its maximum capacity. This

assumption is reasonable since battery capacity typically ranges from joules to thousands of

joules [4], while the energy level in the battery in our system is only in the µJ range as shown

in Section 2.5.

Following the state-of-the-art EH sensor design practice [105], we adopt a time-slotted or

block-wise operation. We assume that one sensing operation or one transmission is performed

in one time block of duration T seconds.1 At the beginning of each block, we assume that

the sensor checks the battery energy state and makes a decision to perform either sensing,

transmission, or energy harvesting. Thus, we define the following types of time blocks with

the associated amount of energy cost/harvesting:

• Sensing Block (SB): the sensor samples the status information and then processes and packs

sensed information into a data packet. The energy cost in an SB is denoted by ESB.

• Transmission Block (TB): the sensor transmits the newest generated data packet (from

the last sensing operation) to the sink with energy cost ETB, i.e., the transmit power is

PTB = ETB/T. Then the sink sends a one-bit feedback signal to the sensor to indicate

successful packet reception. We assume that the time consumed for receiving the feedback

signal at the sensor is negligible as compared to its packet transmission time. If the trans-

mission is successful, we have a successful transmission block (STB); otherwise, we have a

failed transmission block (FTB). We assume that successes/failures of each TB are mutually

independent [34, 31]. The probability of a TB being a FTB, i.e., transmission outage, is

denoted by Pout.

• Energy-harvesting block (EHB): the sensor harvests energy from the ambient environment

and stores the energy in its battery.

2.1.1 Proposed Sensing and Transmission Protocol

Since the time-varying EH process results in randomness in the delay for performing sensing

and transmission, we propose a harvest-then-use protocol with a time window for retransmis-
1In general a sensor may spend different amounts of time on one sensing operation [61]. Thus, the assumed

protocol and analysis can be generalized to different sensing time durations other than T, which is outside the scope
of this work.
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Figure 2.1: Illustration of system model and sensor components.

sions in order to improve the delay-related performance.

The protocol is motivated as follows. Firstly, considering the energy cost of sensing, it is

necessary to harvest sufficient energy, ESB, before sensing can occur. However, it is unwise to

perform sensing as soon as the harvested energy reaches ESB because there will be insufficient

energy left for transmission after the sensing operation. The time spent on EH due to insuffi-

cient energy for transmitting the sensed information will result in unnecessary delay. To avoid

such delay, we define the condition for the sensing operation to be when the harvested energy

in the battery exceeds ESB + ETB. In this way, a transmission of sensed information occurs im-

mediately after the sensing operation (i.e., an SB is always followed by a TB). Secondly, in the

event that the transmission is not successful due to the fading channel between the sensor and

sink, we need to allow for retransmissions, which are a common feature in conventional (non-

EH) WSNs [106]. In this chapter, we impose a time window for retransmissions to control the

delay caused by unsuccessful transmissions because it is unwise to spend an indefinite amount

of time trying to transmit outdated information. We denote W as the maximum number of time

blocks after an SB, within which transmissions of the currently sensed information can take

place. Since the first transmission attempt always happens immediately after the SB, the time

window for retransmissions is W − 1 time blocks.

Under the proposed protocol, the sensor operates as follows:

1. First, the sensor uses several EHBs to harvest enough energy, ESB + ETB, and then an

SB and a TB occur.

2. If the transmission in the TB is successful, i.e., we have a STB, the sensor harvests

energy (taking several EHBs) for the next sensing period until the battery energy exceeds

ESB + ETB.

3. If the transmission in the TB fails, i.e., we have a FTB, the sensor goes back to harvest
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EHB
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t

... ...

... ...
Update cycles (see Section 2.2.1)

Update ages (see Section 2.2.1)

Figure 2.2: Illustration of update cycle and update age.

energy (taking several EHBs) and performs a retransmission when the battery energy

exceeds ETB.

4. Retransmission may occur several times until the sensed information is successfully

transmitted to the sink or the time window for retransmissions W − 1 is reached. Then,

the data packet at the sensor is dropped and the sensor goes back to harvest the energy

for a new sensing operation.

Fig. 2.2 illustrates this protocol with W = 7. In the example shown, the first block in Fig.

2.2 is an SB, followed by two FTBs (and two EHBs in between). Since the third TB is a STB,

the sensed information in the first SB is successfully transmitted to the sink. Then, the sensor

uses three EHBs to harvest energy to conduct sensing in the next SB. After the second SB,

there are three TBs during 7 time blocks, and all of them are FTBs. Thus, the retransmission

process is terminated after W = 7 is reached. As a result, the sensed information in the second

SB is not transmitted to the sink. The time indices shown in Fig. 2.2 will be defined in the

following section.

2.1.2 Proposed Models for Energy Arrival

In this chapter, we consider that the harvested energy in each EHB could either remain constant

or change from block to block. The former is referred to as deterministic energy arrival, while

the latter is referred to as random energy arrival.

Deterministic energy arrival is an appropriate model when the coherence time of the EH

process is much larger than the duration of the entire communication session, such as EH by

solar panel on clear days [9, 10, 11]. In this chapter, we denote this as deterministic energy

arrival process. For tractability, we also assume that ESB and ETB represent integer multiples

of the harvested energy by one EHB, ρ.
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For random energy arrivals, we consider independent and identically distributed (i.i.d.)

random energy arrival model2 with a general probability distribution function for the amount

of energy harvested in each EHB. This energy arrival model is referred to as general random

energy arrival process. The previously considered exponential and gamma distributions in [34,

31, 17] become as special cases of the general probability distribution in this work. Since the

exponential distribution is commonly studied for wireless power transfer using RF signals, we

will also provide results for this important special case and referred to it as exponential energy

arrival process.

2.2 Delay-Related Metrics

As described in the previous section, both sensing and (re)transmission requires a variable

amount of EH time, which may result in significant delays in obtaining the sensed information

at the sink. In this section, we consider two metrics to measure the delay performance of the

considered sensing and transmission protocol.

For the convenience of describing the two metrics, as shown in Fig. 2.2, we use tSTB,j to

denote the block index for the jth STB during the entire sensing and transmission operation.

Note that a successful transmission also induces an information update at the sink. Also, it is

important to associate each transmission with its information content. To this end, we use tSB,j

to denote the block index for the SB in which the sensed information is transmitted in the jth
STB. In other words, status information sensed at tSB,j is successfully transmitted to the sink

at tSTB,j. Next, we define two delay-related metrics, expressed in terms of the number of time

blocks.

2.2.1 Update Age and Update Cycle

Definition 1. For the jth STB, the update age is given by the number of time blocks from tSB,j

to tSTB,j (shown in Fig. 2.2). The jth update age is

TUA,j = tSTB,j − tSB,j, j = 1, 2, 3, .... (2.1)

Remark 1. The update age measures the time elapsed from the generation of a status-

information-containing packet at the sensor to the reception of the packet, i.e., status update,

at the sink. This metric is referred to as the status update age in [65]. A larger update age

implies that a more outdated status is received by the sink. The update age, which captures

2The i.i.d. energy arrival model is commonly considered in the literature [17, 18, 19]. There are other en-
ergy arrival models captures the temporal correlation of the energy arrival process, such as discrete-Markovian
modeling [12, 13, 14], which are beyond the scope of this work.
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the freshness of the updated status information, however, does not reflect the update frequency

at the sink. Rather, the update frequency is captured by the update cycle which is presented

below:

Definition 2 (Update cycle). For the jth STB, the update cycle is given by the number of time

blocks from tSTB,j−1 to tSTB,j (shown in Fig. 2.2). The jth update cycle is

TUC,j = tSTB,j+1 − tSTB,j, j = 1, 2, 3, .... (2.2)

Remark 2. The update cycle measures the time elapsed from one status update at the sink

to the next. The update cycle, however, does not reflect the update freshness at the sink. Un-

like the update age, the update cycle takes into account the delay due to dropped data packets.

Therefore, update cycle complements update age, and they jointly capture the update frequency

and freshness, to provide comprehensive metrics on the delay performance of a status moni-

toring system.

2.2.2 Modeling Delay-Related Metrics as i.i.d. Random Variables

To model each of the update age/update cycle as i.i.d. random variables, we focus on the

steady-state behavior as characterized in Lemma 1.

Lemma 1. For a deterministic energy arrival process, the energy level after each TB is zero.

For a general random energy arrival process with pdf containing at least one positive right-

continuous point, f (ε), the steady-state distribution of the energy level after each TB has pdf

g (ε) =
1
ρ
(1− F(ε)) , (2.3)

where ρ is the average harvested energy, and F(ε) is the cumulative distribution function (cdf)

corresponding to f (ε).

Proof. For a deterministic energy arrival process, Lemma 1 is straightforward. For a general

random energy arrival process, the proof is given in Appendix A.2.

According to the sensing and transmission protocol defined in the previous section, each

SB is directly followed by a TB. From Lemma 1, the steady-state distribution of available en-

ergy after any TB is the same. Hence, the steady-state distribution of the available energy after

tSTB,j is the same for all j. Because the successes/failures of each TB are mutually independent,

and TUC,j is determined by both the available energy after tSTB,j and the successes/failures of

the following TBs, TUC,j are i.i.d. for all j. Similarly, it is also easy to show that TUA,j are

i.i.d. for all j. For convenience, we remove subscript j for TUC and TUA in (2.2) and (2.1),

respectively.
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2.3 Update Age

In this section, considering the dynamics of an energy arrival process and the probability of

successful/failed transmission in our proposed harvest-then-use protocol, the update age for

deterministic, general random and exponential energy arrival processes are analyzed.

2.3.1 Deterministic Energy Arrival Process

Theorem 1. For a deterministic energy arrival process, the update age pmf is given by

Pr {TUA = k} =(1− Pout) (Pout)
n−1

Psuc
, k = 1 + (n− 1)

(ETB

ρ
+ 1
)

, (2.4)

where

n = 1, 2, ...n̂, n̂ = 1 +

⌊
W − 1
1 + ETB

ρ

⌋
, Psuc = 1− (Pout)

n̂ , (2.5)

and Pout is the probability of a TB being a FTB, defined in Section 2.1.

Proof. See Appendix A.4.

From Theorem 1, the average update age, T̄UA for a deterministic energy arrival process is

straightforwardly obtained as in Corollary 1.

Corollary 1. For a deterministic energy arrival process, average update age is given by

T̄UA =
n̂

∑
n=1

(
1 + (n− 1)

(ETB

ρ
+ 1
))

(1− Pout) (Pout)
n−1

Psuc
, (2.6)

where Psuc is given in (2.5).

2.3.2 General Random Energy Arrival Process

Theorem 2. For a general random energy arrival process, the update age pmf 3 is given by

Pr {TUA = k} =





1− Pout

Psuc
, k = 1,

(1− Pout)

Psuc

k

∑
n=2

(Pout)
n−1 (Gk−n−1((n− 1)ETB)− Gk−n((n− 1)ETB)) ,

2 ≤ k ≤W,
(2.7)

3Although the general expression in Theorem 2 contains multiple integrals in Eq. (9), for special cases, such
as deterministic and exponential energy arrival processeses, the results given in Theorems 1 and 3 are closed-form
expressions.
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where

Psuc = 1− Pout + (1− Pout)
W

∑
l=2

l

∑
n=2

(Pout)
n−1 (Gl−n−1((n− 1)ETB)− Gl−n((n− 1)ETB)) ,

(2.8)

and

Gi(x) =





1, i = −1,
x∫

0

(g ? f ? f ? ... ? f︸ ︷︷ ︸
i convolutions

)(u)du, i ≥ 0.
(2.9)

g(x) and f (x) are defined in Lemma 1.

Proof. See Appendix A.4.

From Theorem 2, the average update age, T̄UA for a general random energy arrival process

is obtained straightforwardly as in Corollary 2.

Corollary 2. For a general random energy arrival process, average update age is given by

T̄UA =
1− Pout

Psuc

(
1 +

W

∑
l=2

l
l

∑
n=2

(Pout)
n−1 (Gl−n−1((n− 1)ETB)− Gl−n((n− 1)ETB))

)
,

(2.10)

where Psuc is given in (2.8).

2.3.3 Exponential Energy Arrival Process

Theorem 3. For an exponential energy arrival process, the update age pmf is given by

Pr {TUA = k} =





1− Pout

Psuc
, k = 1,

(1− Pout)

Psuc

k

∑
n=2

(Pout)
n−1 Pois (k− n, (n− 1)ETB/ρ) , 2 ≤ k ≤W,

(2.11)

where

Psuc = 1− Pout + (1− Pout)
W

∑
l=2

l

∑
n=2

(Pout)
n−1 Pois (l − n, (n− 1)ETB/ρ) , (2.12)

Proof. See Appendix A.4.

From Theorem 3, the average update age, T̄UA for an exponential energy arrival process is

straightforwardly obtained as in Corollary 3.
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Corollary 3. For an exponential energy arrival process, average update age is given by

T̄UA =
(1− Pout)

Psuc

(
1 +

W

∑
l=2

l
l

∑
n=2

(Pout)
n−1 Pois (l − n, (n− 1)ETB/ρ)

)
(2.13)

where Psuc is given in (2.12).

From Theorems 1, 2 and 3 and Corollaries 1, 2 and 3, we see that different energy arrival

processes induce different pmfs and average values of update age. For benchmarking with the

existing studies on delay without imposing a constraint on the time window for retransmis-

sions [34], we let W → ∞, so that all sensed information is eventually transmitted to the sink,

the average update age is the same under different energy arrival processes as in Corollary 4.

Corollary 4. For a deterministic or general random energy arrival process, T̄UA increases

with W, and as W gets large, the asymptotic upper bound of T̄UA is independent with energy

arrival distribution and is given by

lim
W→∞

T̄UA = 1 +
Pout

1− Pout

(ETB

ρ
+ 1
)

. (2.14)

Proof. See Appendix A.7.

Remark 3. From the above analytical results, we have that:

i) From Theorems 1, 2 and 3, TUA is independent of the energy cost of sensing, ESB, because

the delay is only affected by the energy harvesting and retransmissions that happen after

the sensing operation. This might give the impression that energy cost of sensing does not

affect delay. However, update age is only one of the two delay metrics, and the energy

cost of sensing has important impacts on update cycle, which will be investigated in the

next section.

ii) Allowing a larger window for retransmissions increases the average update age. This

might suggest that retransmissions should be avoided, i.e., W = 1. However, the up-

date age does not take into account cases where sensed information is not successfully

transmitted to the sink. In this regard, the update cycle implicitly captures such cases.

2.4 Update Cycle

In this section, considering the dynamics of an energy arrival process and the probability of

successful/failed transmission in our proposed harvest-then-use protocol, the update cycle for

deterministic, general random and exponential energy arrival processes are analyzed.
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2.4.1 Deterministic Energy Arrival Process

Theorem 4. For a deterministic energy arrival process, the update cycle pmf is given by

Pr {TUC = k} = (1− Pout) (Pout)
n−1+mn̂ ,

k =

(ESB + nETB

ρ

)
+ n + 1 + m

(ESB + n̂ETB

ρ
+ (n̂ + 1)

)
,

(2.15)

where n = 1, 2, ...n̂, m = 0, 1, 2, ..., and n̂ is given in (2.5).

Proof. See Appendix A.5.

Corollary 5. For a deterministic energy arrival process, average of update cycle is given by

T̄UC =
(Pout)

n̂

1− (Pout)
n̂

(
1 + n̂ +

ESB + n̂ETB

ρ

)
+
ESB

ρ
+ 1

+ (1 +
ETB

ρ
)

1− Pout

1− (Pout)
n̂

n̂

∑
n=1

(Pout)
n−1 n.

(2.16)

Proof. See Appendix A.6.

2.4.2 General Random Energy Arrival Process

Theorem 5. For a general random energy arrival process, the update cycle pmf is given by

Pr {TUC= k}=
m̂

∑
m=0


ζ(ESB + ETB) ∗ζ(ESB) ∗ · · · ∗ ζ(ESB)︸ ︷︷ ︸

m convolutions

∗ϑ ∗ · · · ∗ ϑ︸ ︷︷ ︸
m convolutions

∗ι

(k−m(1 + W)− 1),

k = 2, 3, ....
(2.17)

where m̂ =
⌊

k−2
W+1

⌋
, and functions ζ(E , i), ι(i) and ϑ(i) are given by

ζ(E , i) = Gi−1(E)− Gi(E), (2.18a)

ι(i) = PsucPr {TUA = i} , (2.18b)

ϑ(i) = Pout (GW+i−2(ETB)− GW+i−1(ETB))

+
W

∑
l=2

l

∑
n=2

(Pout)
n (Gl−n−1((n− 1)ETB)− Gl−n((n− 1)ETB)) (GW+i−l−1(ETB)− GW+i−l(ETB)) .

(2.18c)

Pr {TUA = i}, Psuc and Gi(E) are given in (2.7), (2.8) and (2.9), respectively.

Proof. See Appendix A.5.
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Corollary 6. For a general random energy arrival process, average update cycle is given by

T̄UC =
1− Psuc

Psuc

(ESB

ρ
+ V̄ + W + 1

)
+
ESB + ETB

ρ
+ T̄UA + 1, (2.19)

where Psuc and T̄UA are respectively given in (2.8) and (2.10), and

V̄ =
Pout

1− Psuc

(
ETB

ρ
−

W−2

∑
i=0

i(Gi−1(ETB)−Gi(ETB))−(W − 1)

(
1−

W−2

∑
i=0

(Gi−1(ETB)− Gi(ETB))

))

+
1

1− Psuc

W

∑
l=2

l

∑
n=2

(Pout)
n (Gl−n−1((n− 1)ETB)− Gl−n((n− 1)ETB))×

(
ETB

ρ
−

W−l−1

∑
i=0

i (Gi−1(ETB)− Gi(ETB))− (W − l)

(
1−

W−l−1

∑
i=0

(Gi−1(ETB)− Gi(ETB))

))
.

(2.20)

Proof. See Appendix A.6.

2.4.3 Exponential Energy Arrival Process

Theorem 6. For an exponential energy arrival process, the update cycle pmf is given by

Pr {TUC = k} =
m̂

∑
m=0


ζ((m + 1)ESB + ETB) ∗ϑ ∗ · · · ∗ ϑ︸ ︷︷ ︸

m convolutions

∗ι

 (k−m(1 + W)− 1),

k = 2, 3, ....
(2.21)

where m̂ =
⌊

k−2
W+1

⌋
, and functions ζ(E , i), ι(i) and ϑ(i) are given by

ζ(E , i) = Pois (i, E/ρ) , (2.22a)

ι(i) = PsucPr {TUA = i} , (2.22b)

ϑ(i) = PoutPois (W + i− 1, ETB/ρ)

+
W

∑
l=2

l

∑
n=2

(Pout)
n Pois (l − n, (n− 1)ETB/ρ)Pois (W + i− l, ETB/ρ) ,

(2.22c)

and Pr {TUA = i} and Psuc are given in (2.11) and (2.12), respectively.

Proof. See Appendix A.5.

Corollary 7. For an exponential energy arrival process, average update cycle is given by

T̄UC =
1− Psuc

Psuc

(ESB

ρ
+ V̄ + W + 1

)
+
ESB + ETB

ρ
+ T̄UA + 1, (2.23)
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where T̄UA and Psuc are given in (2.13) and (2.12), and

V̄ =
Pout

1− Psuc

(
ETB

ρ
−

W−2

∑
i=0

iPois
(

i,
ETB

ρ

)
− (W − 1)

(
1−

W−2

∑
i=0

Pois
(

i,
ETB

ρ

)))

+
1

1− Psuc

W

∑
l=2

l

∑
n=2

(Pout)
n Pois

(
l − n, (n− 1)

ETB

ρ

)
×

(
ETB

ρ
−

W−l−1

∑
i=0

iPois
(

i,
ETB

ρ

)
− (W − l)

(
1−

W−l−1

∑
i=0

Pois
(

i,
ETB

ρ

)))
.

(2.24)

Proof. See Appendix A.6.

Similar to the case of update age, different energy arrival processes induces different pmfs

and average values of update cycle. However, for benchmarking with the existing studies on

delay without imposing a constraint on the maximum allowable retransmission time, when we

consider removing the constraint of retransmission, i.e., W → ∞, so that all sensed informa-

tion is eventually transmitted to the sink, the average update cycle is the same under different

energy arrival processes as in Corollary 8.

Corollary 8. For a deterministic or general random energy arrival process, T̄UC decreases

with W, and as W grows large, the asymptotic lower bound of T̄UC is independent with energy

arrival distribution and is given by

lim
W→∞

T̄UC = 2 +
ESB + ETB

ρ
+

Pout

1− Pout

(ETB

ρ
+ 1
)

. (2.25)

Proof. See Appendix A.7.

Remark 4. From the above analytical results, we have that:

i) From Theorems 4, 5 and 6, we know that TUC is affected by the energy cost of sensing,

ESB. A larger ESB means more EHBs are required to harvest a sufficient amount of energy

to perform sensing operation(s) between adjacent STBs.

ii) A larger window for retransmissions shorten the average update cycle, because allowing

more retransmissions increases the chance of having a successful transmission. This might

suggest that it is also better to increase W to reduce the update cycle. But increasing W
also increases the update age as discussed earlier. Therefore, there is clearly a tradeoff

between the two metrics.
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2.5 Numerical Results

In this section, we present numerical results for the update age and update cycle, using the

results in Theorems 1, 2, 3, 4, 5 and 6, and Corollaries 1, 2, 3, 4, 5, 6, 7, and 8. The typical

outdoor range for a wireless sensor is from 75 m to 100 m [107]. Hence, we set the distance

between the sensor and the sink as d = 90 m and the path loss exponent for the sensor-sink

transmission link as λ = 3 [34]. The duration of a time block is T = 5 ms[10]. The noise

power at the sink is σ2 = −100 dBm [31]. The average harvested power is 10 mW [108], i.e.,

average harvested energy per time block, ρ = 50 µJ. Unless otherwise stated, (i) we set the

power consumption in each TB, PTB = 40 mW, i.e., ETB = 200 µJ. Note that this includes RF

circuit consumption (main consumption) and the actual RF transmit power Ptx = −5 dBm4

and (ii) we set the power consumption in each SB as PSB = 50 mW[61], i.e., ESB = 250 µJ.

In the following calculations, power and SNR related quantities use a linear scale. We assume

that a transmission outage from the sensor to the sink occurs when the SNR at the sink γ, is

lower than SNR threshold γ0 = 40 dB [109]. The outage probability is

Pout = Pr {γ < γ0} . (2.26)

The SNR at the sink is [110]

γ =
|h|2Ptx

Γdλσ2 , (2.27)

where h is the source-sink channel fading gain, Γ = PL(d0)

dλ
0

, is a path loss factor relative to ref-

erence distance d0 of the antenna far field, and PL(d0) is linear-scale path loss, which depends

on the propagation environment [34]. Following [34, 31], we assume Γ = 1, for simplicity.

For the numerical results, we assume that h is block-wise Rayleigh fading. Using (2.27),

the outage probability can be written as

Pout = 1− exp
(
−dλσ2γ0

Ptx

)
. (2.28)

By applying (2.28) to the theorems and corollaries in Sections 2.3 and 2.4, we compute the

expressions of the pmfs of TUA and TUC as well as their average values T̄UA and T̄UC.

Pmfs of update age and update cycle with different energy arrival processes: First, we

consider a deterministic energy arrival process with harvested energy in each EHB, ρ. Also we

consider two special cases of the general random energy arrival process: (i) exponential energy

arrival processes with average harvested energy in each EHB, ρ and (ii) random energy arrival

processes with gamma distribution [17], Gamma(0.05, 1000). We term this as the gamma

4The values we chose for PTB and Ptx are typical for commercial sensor platforms, such as MICAz [107].
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Figure 2.3: pmfs for TUA and TUC
with deterministic energy arrival
process.
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Figure 2.4: pmfs for TUA and TUC
with gamma energy arrival
process.
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Figure 2.5: pmfs for TUA and TUC
with exponential energy arrival
process.

energy arrival process, and it is easy to verify that this gamma energy arrival process has the

same average harvested energy in each EHB as the deterministic and exponential energy arrival

processes.

Figs. 2.3-2.5 plot the pmfs of update age, TUA, and update cycle, TUC, for the determin-

istic, gamma and exponential energy arrival process, respectively. The analytical results are

plotted using Theorems 1, 2, 3, 4, 5 and 6, and we set W = 50, i.e., the time window for

retransmissions is W − 1 = 49 time blocks. In particular, in Fig. 2.4 the analytical pmfs of

TUA and TUC for the general random arrival process are obtained using Theorems 2 and 5.

The results in Figs. 2.4-2.5 also illustrate the importance of the general random energy arrival

process, which is used in this work. This is because gamma and exponential energy arrival

processes, which have been used in the literature [34, 31, 109, 17], are special cases of the

general random energy arrival process. We see that different energy arrival processes result in

different pmfs of update age and update cycle. Hence, a statistical analysis of the two metrics

will provide insight into the design of future EH WSNs.

In the following figures (Figs. 6-9), we only present the numerical results for the average

values of the two delay metrics, which have been presented in Corollaries 1, 2, 3, 4, 5, 6, 7,

and 8.

Average update age and average update cycle with different energy arrival processes:
Figs. 2.6 and 2.7 show the average update age, T̄UA, and the average update cycle, T̄UC, for

different W, i.e., different time windows for retransmissions, W − 1, and energy arrival pro-

cesses. The results in Figs. 2.6 and 2.7 are generated using Corollaries 1-4 and Corollaries 5-8,

respectively. We can see that the different energy arrival models result in almost the same val-

ues of the average update age and especially the average update cycle. As the time window for

retransmissions increases, the average update age increases monotonically and approaches its

analytical upper bound given by Corollary 4, while the average update cycle decreases mono-

tonically and approaches its analytical lower bound given by Corollary 8. Thus, with a smaller

time window for retransmissions, the updated status is more fresh, but the update frequency is
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Figure 2.6: Average update age, T̄UA, versus W, with
different energy arrival processes.
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Figure 2.7: Average update cycle, T̄UC, versus W, with
different energy arrival processes.

lower.

Average update age and average update cycle with different average harvested power:
Fig. 2.8 shows the average update age, T̄UA, and the average update cycle, T̄UC, for different

average harvested power values, ρ, with an exponential energy arrival process. The results are

plotted using Corollaries 3 and 7. For the update age, we see that when the average harvested

power is very low, i.e., less than −2 dBm, the update age is one time block. This is expected

since sufficiently low average harvested power cannot enable any retransmission during time

window W − 1, i.e., a packet is either successfully transmitted in the first transmission block

right after the sensing block (an update age of one) or dropped due to no chance of retrans-

mission. With an increase of average harvested power, retransmissions are enabled, which

makes the update age increases beyond one. However, when the average harvested power is

higher than 8 dBm, the average update age monotonically decreases with an increase of the

average harvested power. This is as expected: the sensor requires fewer energy harvesting

blocks to perform retransmissions, and hence, the sink is likely to receive the packet in a more

timely manner (i.e., with a smaller update age). For the update cycle, we see that the average

update cycle monotonically decreases with average harvested power. Again, this is expected

since a higher average harvested power enables more transmission blocks within a certain time

duration, and hence, more successful block transmissions are likely to occur within a given

time duration, i.e., the update cycle decreases. Also we see that when the average harvested

power is very high, i.e., ρ ≥ 30 dBm, both update age and update cycle converge to constant

values which can be obtained by letting ρ → ∞ in Corollaries 3 and 7, respectively. Thus,

without changing the parameters of the communication protocol, the improvement in delay

performance is limited when increasing the average harvested power.

Effect of energy cost of sensing on average update cycle: We illustrate the effect of

energy cost of sensing on average update cycle with exponential energy arrival process as a
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Figure 2.9: T̄UC and T̄UA versus W for different sensing
power, PSB.

special case of the random energy arrival process. Fig. 2.9 shows the average update age, T̄UA,

and the average update cycle, T̄UC, as a function of W, with different energy cost of sensing,

PSB. The figure shows that the average update age increases as W increases (consistent with

Fig. 2.6) but it does not change with the energy cost of sensing, i.e., the energy cost of sensing

has no effect on the update age. This is in perfect agreement with our earlier observations and

explanations provided in Remark 3. We can see that for a fixed value of W, the average update

cycle increases as the sensing power consumption increases from 50 mW to 100 mW, i.e., the

higher the energy cost of sensing the lower update frequency. This is in perfect agreement

with our earlier observations and explanations provided in Remark 4. To place these results in

context with existing studies in the literature that commonly ignore the energy cost of sensing,

we also include the result with zero energy cost of sensing. When PSB = 0 mW, we can see

that T̄UC is almost constant around the value of 50 and does not vary much with W.

Tradeoff between average update age and average update cycle: Fig. 2.10 shows the

tradeoff between average update age, T̄UA, and average update cycle, T̄UC with exponential

energy arrival process. The different points on the same curve are achieved with different W.

We can see that when the energy cost of sensing is comparable to or larger than the energy

cost of transmission, e.g., PSB = 50 mW and PSB = 100 mW, the reduction in T̄UA can

result in a significant increase in T̄UC, and vice versa. For example, when PSB = 100 mW,

decreasing T̄UA from 15 to 5 time blocks, causes the T̄UC to increase from 75 to 95 time

blocks. However, when the energy cost for sensing is negligible, e.g., PSB = 0 mW, such a

tradeoff is almost barely noticeable. For example, decreasing T̄UA from 15 to 5 time blocks,

results in T̄UC increasing by two time blocks, i.e., a significant change in T̄UA does not result

in a noticeable change in T̄UC. These trends in Fig. 2.10 are in accordance with our earlier

observations in Remark 4. Thus, with the consideration of sensing energy cost, an increase of

update frequency is achieved at the expense of update freshness, and vice versa.
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Effect of transmit power consumption on average update age and averge update cycle.
Fig.2.11 shows the impact of power consumption on T̄UA and T̄UC, for different values of

transmit power PTB and RF transmit power Ptx, with an exponential energy arrival process. In

reality, PTB and Ptx do not have a linear relationship. Three pairs of typical values found in

[25] are chosen. We see that both T̄UA and T̄UC decrease with PTB or Ptx. This is as expected:

if the transmit power is small, Pout is high, resulting in a large number of retransmissions until

the sensed information is successfully transmitted or W − 1 time blocks are reached. As a

result, T̄UA and T̄UC are large when the transmit power is small. Thus, under these above

parameter choices, a higher transmit power results in better delay performance.

2.6 Summary

In this chapter, we have analysed the delay performance of an EH sensor network, focusing

on the operation of a single EH sensor and its information transmission to a sink. The energy

costs of both sensing and transmission were taken into account. Two metrics were proposed,

namely the update age and update cycle. In order to limit the delay due to retransmissions,

a time window for retransmissions was imposed. Using both a deterministic and a general

random energy arrival model, the exact probability mass functions and the mean values of

both metrics were derived. The results showed that the average update age increases while the

average update cycle decreases with increasing retransmission window length. The average

update age is independent of the energy cost of sensing but the average update cycle increases

as the energy cost of sensing increases. In addition, a tradeoff between update age and update

cycle was illustrated when the energy cost of sensing is comparable to the energy cost of

transmission.
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Chapter 3

Wireless Power Transfer Assisted
Secure Communication

In Chapter 2, we have studied the delay issue of WSN powered by ambient EH. For low-

complexity IoT applications, security if often another critical concern due to the lack of so-

phisticated cryptographic protection. To protect the desired communication security, physical

layer techniques can be used as an extra layer of protection.

In this chapter, we propose to use a wireless-powered friendly jammer to enable low-

complexity secure communication between a source node and destination node, in the presence

of an eavesdropper. We consider a two-phase communication protocol with fixed-rate trans-

mission. In the first phase, wireless power transfer is conducted from the source to the jammer.

In the second phase, the source transmits the information-bearing signal under the protection

of a jamming signal sent by the jammer using the harvested energy in the first phase. We

analytically characterize the long-term behavior of the proposed protocol and derive a closed-

form expression for the throughput. We further optimize the rate parameters for maximizing

the throughput subject to a secrecy outage probability constraint. Our analytical results show

that the throughput performance differs significantly between the single-antenna jammer case

and the multi-antenna jammer case. For instance, as the source transmit power increases, the

throughput quickly reaches an upper bound with single-antenna jammer, while the throughput

grows unbounded with multi-antenna jammer. Our numerical results also validate the derived

analytical results.

This chapter is organized as follows. Section 3.1 presents the system model. Section 3.2

proposes the secure communication protocol. Section 3.3 analyzes the protocol and derives

the achievable throughput. Section 3.4 formulates an optimization problem for secrecy perfor-

mance, and gives the optimal design. Section 3.5 presents numerical results. Finally, conclu-

sions are given in Section 3.6.

49
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Figure 3.1: System model with illustration of the power transfer and information transmission phases.

3.1 System Model

We consider a communication scenario where a source node (S) communicates with a destina-

tion node (D) in the presence of a passive eavesdropper (E) with the help of a friendly jammer

(J), as illustrated in Fig. 3.1. We assume that the jammer has NJ antennas (NJ ≥ 1), while all

the other nodes are equipped with a single antenna only. Also we assume that the eavesdrop-

per is just another communication node in the same network which should not have access to

the information transmitted from the source to the destination. Therefore, the locations of all

nodes are public knowledge.

3.1.1 Jammer Model

In this work, the jammer is assumed to be an energy constrained node with no power of its

own and having a rechargeable battery with infinite capacity [111, 112, 31]. In order to make

use of the jammer, the source node wirelessly charges the jammer via wireless power transfer.

Once the jammer harvests sufficient energy, it can be used for transmitting friendly jamming

signals to enhance the security of the communication between the source and the destination.

We assume that the jammer’s energy consumption is dominated by the jamming signal trans-

mission, while the other energy consumption, e.g., due to the signal processing, is relatively

insignificant and hence ignored for simplicity [113, 26].

3.1.2 Channel Assumptions

We assume that all the channel links are composed of large-scale path loss with exponent λ and

statistically independent small-scale Rayleigh fading. We denote the inter-node distance of

links S→ J, S→ D, J → D, S→ E and J → E by dSJ , dSD, dJD, dSE and dJE, respectively.
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The fading channel gains of the links S→ J, S→ D, S→ E, J → E and J → D are denoted

by hSJ , hSD, hSE, hJE, hJD, respectively. These fading channel gains are modeled as quasi-

static frequency non-selective parameters, which means that they are constant over the block

time of T seconds and independent and identically distributed between blocks. Consequently,

each element of these complex fading channel coefficients are circular symmetric complex

Gaussian random variables with zero mean and unit variance. In this chapter, we make the

following assumptions on channel state information (CSI) and noise power:

• The CSI (hSD and hJD) is assumed to be perfectly available at both the transmitter and

receiver sides. This allows benchmark system performance to be determined.

• The CSI of the eavesdropper is only known to itself.

• Noise power at the eavesdropper is zero in line with [114], which corresponds to the

worst case scenario.

3.1.3 Transmission Phases

The secure communication with wireless-powered jammer takes places in two phases: (i)

power transfer (PT) phase and (ii) information transmission (IT) phase, as shown in Fig. 3.1.

During the PT phase, the source transfers power to the jammer by sending a radio signal with

power Ps. The jammer receives the radio signal, converts it to a direct current signal and stores

the energy in its battery. During the IT phase, the jammer sends jamming signal to the eaves-

dropper with power PJ by using the stored energy in the battery. At the same time, the source

transmits the information signal to the destination with power Ps under the protection of the

jamming signal. We define the information transmission probability as the probability of the

communication process being in the IT phase and denote it by ptx.

3.1.4 Secure Encoding and Performance Metrics

We consider confidential transmission between the source and the destination, using Wyner’s

wiretap code [115]. Specifically, there are two rate parameters of the wiretap code, namely the

rate of codeword transmission, denoted by Rt, and the rate of secret information, denoted by

Rs. The positive rate difference Rt−Rs is the cost to provide secrecy against the eavesdropper.

A M-length wiretap code is constructed by generating 2MRt codewords xM (w, v) of the length

M, where w = 1, 2, ..., 2MRs and v = 1, 2, ..., 2M(Rt−Rs). For each message index w, the

value of v is selected randomly with uniform probability from
{

1, 2, ..., 2M(Rt−Rs)
}

, and the

constructed codeword to be transmitted is xM (w, v). Clearly, reliable transmission from the

source to the destination cannot be achieved when Rt > Cd, where Cd denotes the channel

capacity of S→ D link. This event is defined as connection outage event. From [115], perfect
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secrecy cannot be achieved when Rt− Rs < Ce, where Ce denotes the fading channel capacity

of S → E link. This event is defined as secrecy outage event. In this work, we consider fixed

rate transmission, which means Rt and Rs are fixed and chosen offline following [116, 117].

Since we consider quasi-static fading channel, we use outage based measures as considered

in [116, 117]. Specifically, the connection outage probability and secrecy outage probability

are defined, respectively, as

pco =Pr {Rt > Cd} , (3.1)

pso =Pr {Rt − Rs < Ce} , (3.2)

where Pr {ν} denotes the probability for success of event ν. Note that the connection outage

probability is a measure of the fading channel quality of the S → D link. Since the current

CSI is available at the legitimate nodes, the source can always suspend transmission when

connection outage occurs. This is easy to realize by one-bit feedback from the destination.

Therefore, in this work, connection outage leads to suspension of IT but not decoding error at

the destination.

Our figure of merit is the throughput, π, which is the average number of bits of confidential

information received at the destination per unit time [118, 117], and is given by

π = ptxRs. (3.3)

As we will see in Section 3.3, the information transmission probability ptx contains the con-

nection outage probability pco.

It is important to note that a trade-off exists between throughput achieved at the destina-

tion and secrecy against the eavesdropper (measured by the secrecy outage probability). For

example, increasing Rs would increase π in (3.3), but also increase pso in (3.2). This trade-off

will be investigated later in Section 3.4 in this chapter.

3.2 Proposed Secure Communication Protocol

In this section, we propose a simple fixed-power and fixed-rate secure communication proto-

col, which employs a wireless-powered jammer. Note that more sophisticated power and rate

adaptation strategies at the source are possible but outside the scope of this chapter.

3.2.1 Transmission Protocol

We consider the communication in blocks of T seconds, each block being either a PT or an

IT block. Intuitively, IT should happen when the jammer has sufficient energy for jamming
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and the S → D link is in a good condition to ensure successful information reception at the

destination. We define the two conditions for a block to be used for IT as follows:

• At the beginning of the block, the jammer has enough energy, PJT, to support jamming

with power PJ over an information transmission block of T seconds, and

• the link S → D does not suffer connection outage, which means it can support the

codeword transmission rate Rt from the source to the destination.

Note that both conditions are checked at the start of each block using the knowledge of the

actual amount of energy in the jammer’s battery and the instantaneous CSI of S → D link,

and both conditions must be satisfied simultaneously for the block to be an IT block. If the

first condition is not satisfied, then the block is used for PT and we refer to it as a dedicated PT

block. If the first condition is satisfied while the second condition is not, then the block is still

used for PT but we refer it as an opportunistic PT block. Note that PJ is a design parameter in

the proposed protocol.

For an accurate description of the transmission process, we define a PT-IT cycle as a se-

quence of blocks which either consists of a single IT block or a sequence of PT blocks followed

by an IT block. Let discrete random variables X and Y (X, Y = 0, 1, 2, ...) denote the num-

ber of dedicated and opportunistic PT blocks in a PT-IT cycle, respectively. In our proposed

protocol, the following four types of PT-IT cycles are possible:

1. X > 0, Y = 0, i.e., PT-IT cycle contains X dedicated PT blocks followed by an IT

block. This is illustrated as the kth PT-IT cycle in Fig. 3.2.

2. X > 0, Y > 0, i.e., PT-IT cycle contains X dedicated PT blocks and Y opportunistic

PT blocks followed by an IT block. This is illustrated as the (k + 1) th PT-IT cycle in

Fig. 3.2.

3. X = 0, Y > 0, i.e., PT-IT cycle contains Y opportunistic PT blocks followed by an IT

block. This is illustrated as the (k + 2) th PT-IT cycle in Fig. 3.2.

4. X = 0, Y = 0, i.e., PT-IT cycle contains one IT block only. This is illustrated as the

(k + 3) th PT-IT cycle in Fig. 3.2.

3.2.2 Long-Term Behavior

We are interested in the long-term behavior (rather than that during the transition stage) of the

communication process determined by our proposed protocol. After a sufficiently long time,

the behavior of the communication process falls in one of the following two cases:
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Figure 3.2: Illustration of four types of PT-IT cycles.

• Energy Accumulation: In this case, on average, the energy harvested at the jammer dur-

ing opportunistic PT blocks is higher than the energy required during an IT block. Thus,

after a long time has passed, the energy steadily accumulates at the jammer and there is

no need for dedicated PT blocks (the harvested energy by opportunistic PT blocks fully

meet the energy consumption requirement at the jammer). Consequently, only PT-IT

cycles with X = 0 can occur.

• Energy Balanced: In this case, on average, the energy harvested at the jammer during

opportunistic PT blocks is lower than the energy required during an IT block. Thus, after

a long time has passed, dedicated PT blocks are sometimes required to make sure that

the energy harvested from both dedicated and opportunistic PT blocks equals the energy

required for jamming in IT blocks on average. Consequently, all four types of PT-IT

cycles can occur.

Remark 5. Although we have assumed infinite battery capacity for simplicity in the analysis,

it is important to discuss the effect on finite battery capacity. In fact, our analytical result is

valid for finite battery capacity as long as the battery capacity in much higher than the required

jamming energy PJT.1 To be specific:

i) When the communication process is in the energy accumulation case, the harvested en-

ergy steadily accumulates at the jammer, thus, the energy level will always reach the maximum

battery capacity after a sufficient long time and stay near the maximum capacity for the re-

maining time period. This means that the energy level in the battery is always much larger

than the required jamming energy level. Thus, having a finite battery capacity has hardly any

effect on the communication process, as compared with infinite capacity.

1From [4], for typical energy storage, including super-capacitor or chemical battery, the capacity easily reaches
several Joules, or even several thousand Joules. While in our work, from the simulation results to be presented
later, the optimal value of required jamming energy is only several micro Joules. Therefore, it is reasonable to say
that the battery capacity in practice is much larger than the required jamming energy.
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ii) When the communication process is in the energy balanced case, on average, the har-

vested energy equals the required (consumed) jamming energy. Therefore, the energy level

mostly stays between zero and the required jamming energy level, PJT. This also means that

the energy level in the battery can hardly approach the maximum battery capacity. Thus, hav-

ing a finite battery capacity has almost no effect on the communication process, compared with

infinite capacity.

Therefore, although our analysis is based on the assumption of infinite battery capacity, the

analytical results still hold with practical finite battery capacity.

In the next section, the mathematical model for the proposed protocol is presented. The

boundary condition between the energy accumulation and energy balanced cases is derived. In

Section 3.5, we will also verify the long-term behavior through simulations.

3.3 Protocol Analysis

In this section, we analyze the proposed secure communication protocol and derive the achiev-

able throughput for the proposed secure communication protocol.

3.3.1 Signal Model

In a PT block, the source sends radio signal xSJ with power Ps. Thus, received signal at the

jammer, yJ is given by

yJ =
1√
dλ

SJ

√
PshSJ xSJ + nJ , (3.4)

where xSJ is the normalized signal from the source in an PT block, and nJ is the additive white

Gaussian noise (AWGN) at the jammer. From equation (4), by ignoring the noise power, the

harvested energy is given by [22]

ρJ(hSJ) = η

∣∣∣∣∣∣
1√
dλ

SJ

√
PshSJ

∣∣∣∣∣∣

2

T,

where η is the energy conversion efficiency of RF-DC conversion operation for energy storage

at the jammer. Because the elements of hSJ are independent identically distributed complex

Gaussian random variable with normalized variance, we have E
[
|hSJ |2

]
= NJ . Therefore, the

average harvested energy ρJ is given by

ρJ = E [ρJ(hSJ)] = E

[
η

1
dλ

SJ
Ps |hSJ |2 T

]
=

ηNJPsT
dλ

SJ
. (3.5)
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During an IT block, the source transmits information-carrying signal with the protection

from the jammer. The jammer applies different signaling methods depending on its number of

antennas. When NJ = 1, the jammer sends a noise-like signal xJD with power PJ , affecting

both the destination and the eavesdropper. When NJ > 1, by using the artificial interference

generation method in [114], the jammer generates an NJ × (NJ − 1) matrix W which is an

orthonormal basis of the null space of hJD, and also an vector v with NJ − 1 independent

identically distributed complex Gaussian random elements with normalized variance.2 Then

the jammer sends Wv as jamming signal. Thus, the received signal at the destination, yD, is

given by

yD =





√Ps√
dλ

SD

hSDxSD +

√PJ√
dλ

JD

hJDxJD + nd, NJ = 1,

√Ps√
dλ

SD

hSDxSD + nd, NJ > 1,
(3.6)

where xSD is the normalized information signal from the source in an IT block and nd is the

AWGN at the destination with variance σ2
d . Note that for NJ > 1, the received signal is free of

jamming, because the jamming signal is transmitted into the null space of hJD.

Similarly, the received signal at the eavesdropper, yE, is given by

yE =





√Ps√
dλ

SE

hSExSD+

√PJ√
dλ

JE

hJExJD+ne, NJ =1,

√Ps√
dλ

SE

hSExSD +

√PJ√
dλ

JE

hJE
Wv√
NJ − 1

+ne, NJ >1,

(3.7)

where ne is the AWGN at the eavesdropper which we have assumed to be 0 as a worst-case

scenario.

From (3.6), the SINR at the destination is

γd =





Ps
dλ

SD
|hSD|2

σ2
d +

PJ

dλ
JD
|hJD|2

, NJ = 1

Ps|hSD|2
dλ

SDσ2
d

, NJ > 1

(3.8)

Hence the capacity of S→ D link is given as Cd = log2 (1 + γd).

Since |hSD| and |hJD| are Rayleigh distributed, |hSD|2 and |hJD|2 are exponential dis-

2With the assumption of zero additive noise at the eavesdropper, the null-space artificial jamming scheme works
when the number of jamming antennas in larger than the number of eavesdropper antennas, as discussed in [36].
This condition is satisfied in this work when NJ > 1.



§3.3 Protocol Analysis 57

tributed and γd has the cumulative distribution function (cdf) as

Fγd (x) =





1− e−
x

ρd

1 + ϕx
, NJ = 1,

1− e−
x

ρd , NJ > 1,

(3.9)

where

ϕ =
PJ

Ps

dλ
SD

dλ
JD

. (3.10)

For convenience, we define the SNR at the destination (without jamming noise) as

ρd ,
Ps

dλ
SDσ2

d
. (3.11)

From (3.7), the SINR at the eavesdropper is

γe =





1
φ

|hSE|2
|hJE|2

, NJ = 1,

1
φ

|hSE|2
‖hJEW‖2

NJ−1

, NJ > 1,
(3.12)

where

φ =
PJ

Ps

dλ
SE

dλ
JE

. (3.13)

Hence, the capacity of S→ E link is given as Ce = log2 (1 + γe). Using the fact that hSE, hJE

and the entries of hJEW are independent and identically distributed (i.i.d.) complex Gaussian

variables, from [118], γe has the probability density function (pdf) as

fγe (x) =





φ

(
1

φx + 1

)2

, NJ = 1,

φ

(
NJ − 1

φx + NJ − 1

)NJ

, NJ > 1.

(3.14)

Using the pdf of γe in (3.14), the secrecy outage probability defined in (3.2) can be evaluated.

3.3.2 Information Transmission Probability

Focusing on the long-term behavior, we analyze the proposed secure communication protocol

and derive the information transmission probability ptx, which in turn gives the throughput in

(3.3). Note that ptx is the probability of an arbitrary block being used for IT. As discussed in the

last section, the communication process falls in either energy accumulation or energy balanced
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case. Thus, ptx will have different values for the two different cases. First we mathematically

characterize the condition of being in either case in the lemma below.

Lemma 2. The communication process with the proposed secure communication protocol

leads to energy accumulation if
pco

1− pco
>
PJT
ρJ

(3.15)

is satisfied. Otherwise, the communication process is energy balanced.

Proof. See Appendix B.1.

Using Lemma 2, we can find the general expression for ptx as presented in Theorem 7

below.

Theorem 7. The information transmission probability for the proposed secure communication

protocol is given by

ptx , 1− (1− pco) (1− pso) =
1

1 + max
{PJ T

ρJ
, pco

1−pco

} , (3.16)

where

pco =





1− e−
2Rt−1

ρd

1 + PJ
Ps

dλ
SD

dλ
JD
(2Rt − 1)

, NJ = 1,

1− e−
2Rt−1

ρd , NJ > 1.

(3.17)

Proof. We first model the communication process in both energy accumulation and energy

balanced cases as Markov chains and show the ergodicity of the process. This then allows us

to derive the stationary probability of a block being used for IT either directly or by using time

averaging. The detailed proof can be found in Appendix B.2.

By substituting (3.16) in (3.3), we obtain the achievable throughput of the proposed proto-

col.

3.4 Optimal Design for Throughput

In the last section, we derived the achievable throughput with given design parameters. Specif-

ically the jamming power PJ is a design parameter of the protocol. A different value of PJ

results in a different impact on the eavesdropper’s SINR, hence leads to different secrecy out-

age probability defined in (3.2). Also the rate parameters of the wiretap code, Rt and Rs, affect

the secrecy outage probability. Hence, it is interesting to see how one can optimally design
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these parameters to maximize the throughput while keeping the secrecy outage probability be-

low a prescribed threshold. In this section, we present such an optimal fixed-rate design of

the proposed secure communication protocol. The optimization is done offline, hence does not

increase the complexity of the proposed protocol.

3.4.1 Problem Formulation

We consider the optimal secure communication design as follows:

max
PJ ,Rt,Rs

π

s.t. pso ≤ ε, PJ ≥ 0, Rt ≥ Rs ≥ 0,
(3.18)

where ε is the secrecy outage probability constraint. This design aims to maximize the through-

put with the constraint on the secrecy outage probability3.

From (3.2), the secrecy outage probability should meet the requirement that

pso = Pr {Rt − Rs < log2 (1 + γe)} ≤ ε. (3.19)

By substituting (3.14) into (3.19), and after some simplification manipulations, the jamming

power PJ should satisfy the condition

PJ ≥ P̂J ,





Ps
dλ

JE

dλ
SE

(
ε−1 − 1

)

2Rt−Rs − 1
, NJ = 1,

Ps
dλ

JE

dλ
SE

(NJ − 1)
(

ε
− 1

NJ−1 − 1
)

2Rt−Rs − 1
, NJ > 1.

(3.20)

From (3.16), we can see that π decreases with PJ . Thus, the maximum π is obtained when

P?
J = P̂J . (3.21)

The jammer harvests energy from the source in each PT block. The dynamically harvested

and accumulated energy at the jammer must exceed P?
J T, before it can be used to send jam-

ming signal with power P?
J .

Substituting (3.21) and (3.16), into (3.3), the throughput with optimal jamming power P?
J

3Note that the problem is to optimize a long-term performance and does not require the instantaneous CSI.
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satisfying the secrecy outage constraint of pso ≤ ε, is given by

π
(
P?

J
)
=





Rs

1+max





dλ
SJ

η

dλ
JE

dλ
SE

(
ε−1− 1

)

2Rt−Rs−1
︸ ︷︷ ︸

(a)

, e
(2Rt−1)

ρd

(
1+

dλ
JE

dλ
SE

dλ
SD

dλ
JD

(
ε−1 − 1

)

2Rt−Rs − 1

(
2Rt−1

))
− 1

︸ ︷︷ ︸
(b)





,

NJ = 1,
Rs

1 + max





dλ
SJ

NJη

dλ
JE

dλ
SE

(NJ − 1)
(

ε
− 1

NJ−1 − 1
)

2Rt−Rs − 1
︸ ︷︷ ︸

(a)

, e
2Rt−1

ρd − 1︸ ︷︷ ︸
(b)





, NJ > 1.

(3.22)

Note that the terms (a) and (b) in (3.22) are the terms PJ T
ρJ

and pco
1−pco

in Lemma 2, respec-

tively. Thus, if we choose (Rt, Rs) to make (a) > (b), the communication process is energy

balanced; while if (Rt, Rs) make (a) ≤ (b), the communication process leads to energy accu-

mulation. For analytical convenience, we define three 2-dimension rate regions:

D1 , {(Rt, Rs) |(a) < (b), Rt ≥ Rs ≥ 0} , (3.23)

D̂ , {(Rt, Rs) |(a) = (b), Rt ≥ Rs ≥ 0} , (3.24)

D2 , {(Rt, Rs) |(a) > (b), Rt ≥ Rs ≥ 0} , (3.25)

where rate region D̂ denotes the boundary between regions D1 and D2. From the discussion

above, if (Rt, Rs) ∈ D1, the communication process leads to energy accumulation, while if

(Rt, Rs) ∈ D2 ∪ D̂, it is energy balanced.

Using (3.22), the optimization problem in (3.18) is equivalently converted to the following

problem:
max
Rt,Rs

π
(
P?

J
)

s.t. Rt ≥Rs ≥ 0.
(3.26)

The optimization problem in (3.26) can be solved with global optimal solution. The solution

for NJ = 1 and NJ > 1 are presented in the next two subsections.
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3.4.2 Optimal Rate Parameters with Single-Antenna Jammer

Proposition 1. When NJ = 1, the optimal Rt and Rs can be obtained by using the following

facts:

IF (R?
t , R?

s ) ∈ D1, i.e., the case of energy accumulation, R?
s is the unique root of equation

(monotonically increasing on the left side):

k2

(
2Rs +

2Rs − 1
ξ

)(
Rs ln 2− 1 +

Rs ln 2
ξ

)
= 1, (3.27)

and R?
t is given by

R?
t = R?

s + log2 (1 + ξ?) , (3.28)

where

ξ=
1
2


−

k2
(
2Rs−1

)

1+k22Rs
+



(

k2
(
2Rs−1

)

1+k22Rs

)2

+
4ρdk2

(
1− 1

2Rs

)

1+k22Rs




1
2

, (3.29)

and ξ? is obtained by taking R?
s into (3.29).

ELSE, (R?
t , R?

s ) ∈ D̂, i.e., the energy balanced case, and R?
t is the root of following equation

which can be easily solved by a linear search:

ζ ′
(

1 + k1
ζ

ln 2 (1 + ζ)
− k1 (Rt − log2 (1 + ζ))

ζ2

)
= 1, (3.30)

where

ζ =
k1 − k2e

2Rt−1
ρd
(
2Rt − 1

)

e
2Rt−1

ρd − 1
, (3.31)

ζ ′=
ln 2 e

2Rt−1
ρd

(
e

2Rt−1
ρd −1

)2

(
k2 2Rt

(
1+

1
ρd
−e

2Rt−1
ρd

)
− k1+k2

ρd

)
, (3.32)

k1 =
dλ

SJ

η

dλ
JE

dλ
SE

(
ε−1 − 1

)
, (3.33)

k2 =
dλ

JE

dλ
SE

dλ
SD

dλ
JD

(
ε−1 − 1

)
, (3.34)

and R?
s = R?

t − log2 (1 + ζ?), where ζ? is calculated by taking R?
t into (3.31).

Proof. See Appendix B.3.

Note that the optimal (Rt, Rs) never falls in region D2. This is because the throughput in
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D2 increases towards the boundary of D1 and D2, that is D̂. The detailed explanation is given

in Appendix B.3.

Proposition 1 can then be used to obtain the optimal values of Rt and Rs as follows. We

firstly assume the optimal results are in the region D1, thus, Rs and Rt can be obtained by

equation (3.27) and (3.28). Then, we check whether the results are really in D1. If they are,

we have obtained the optimal results. If not, we solve equation (3.30) to obtain the optimal Rt

and Rs.

3.4.2.1 High SNR Regime

We want know whether we can largely improve throughput by increasing the transmit power

at the source, Ps, thus, we consider the high SNR regime. Note that we have defined SNR at

the destination (without the effect of jamming noise) as ρd in (3.11).

Corollary 9. When NJ = 1 and the SNR at the destination is sufficiently high, the asymptoti-

cally optimal rate parameters and an upper bound of throughput are given by

R̃?
s =

1 + W0

(
1

ek2

)

ln 2
, (3.35a)

R̃?
t = R̃?

s + log2

(
1 + ξ̃?

)
, (3.35b)

π̃? =
W0

(
1

ek2

)

ln 2
, (3.35c)

where k2 is defined in (3.34),

ξ̃? =




ρdk2

(
1− 1

2R̃?s

)

1 + k22R̃?
s




1
2

, (3.36)

and W0 (·) is the principle branch of the Lambert W function [119].

Proof. See Appendix B.4.

Remark 6. From Corollary 9, the following insights are obtained.

i) The upper bound of throughput implies that one cannot effectively improve the throughput

by further increasing Ps when the SNR at the destination is already high.

ii) It can be checked that when Ps is sufficiently high, the optimized communication process

leads to energy accumulation. Intuitively, this implies that when the available harvested

energy is very large, the jammer should store a significant portion of the harvested energy
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in the battery rather than fully using it, because too much jamming noise can have adverse

impact on SINR at the destination in this single-antenna jammer scenario. This behavior

will also be verified in Section 3.5, Fig. 3.4.

3.4.3 Optimal Rate Parameters with Multiple-Antenna Jammer

Proposition 2. When NJ > 1, the optimal Rs and Rt are in region D̂ which also means that

the optimal communication process is in the energy balanced case, and the optimal values are

given by
R?

t = log2 z?,

R?
s = log2

z?

1 + M

e
z?−1

ρd −1

, (3.37)

where z? is calculated as the unique solution of

ρd

z
− ln z + ln

(
1+

M

e
z−1
ρd −1

)
+

Me
z−1
ρd

(
e

z−1
ρd −1

)2
+M

(
e

z−1
ρd −1

) =0, (3.38)

and

M =
dλ

SJ

NJη

dλ
JE

dλ
SE

(NJ − 1)
(

ε
− 1

NJ−1 − 1
)

. (3.39)

Proof. See Appendix B.5.

We can see that the left side of (3.38) is a monotonically decreasing function of z. Thus, z
can be easily obtained by using numerical methods.

3.4.3.1 High SNR Regime

Similar to the single-antenna jammer case, we are interested in whether increasing the source

transmission power Ps, is an effective way of improving throughput. Hence the high SNR

regime is considered:

Corollary 10. When NJ > 1 and the SNR at the destination is sufficiently high, the asymp-

totically optimal rate parameters and an upper bound of throughput are given by

R̃?
t = log2 (2ρd)− log2 (W0 (2ρd)) , (3.40a)

R̃?
s =

2W0 (2ρd)

ln 2
− log2 (Mρd) , (3.40b)

π̃? = R̃?
s , (3.40c)

where z? = 2ρd
W0(2ρd)

and M is defined in (3.39).
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Proof. See Appendix B.6.

Remark 7. From Corollary 10, we have the following insights.

i) The throughput will always increase with increasing transmit power Ps (because ρd in-

creases as Ps increases). This is in contrast to the single-antenna jammer case, because

the multi-antenna jamming method only interferes the S→ E link.

ii) From Proposition 2 and Corollary 10, when Ps is sufficiently large, the optimized com-

munication process is still energy balanced, which is different from the single-antenna

jammer scenario. Intuitively, storing extra energy is not a good choice, because we can

always use the accumulated energy to jam at the eavesdropper without affecting the des-

tination, which in turn improves the throughput.

3.4.3.2 Large Number of Jammer Antenna Regime

We also want to know that whether we can largely improve the throughput by increasing the

number of antennas at the jammer.

Corollary 11. In large NJ scenario, the asymptotically optimal rate parameters and an upper

bound of throughput are given by

R̃?
t =

W0 (ρd)

ln 2
, (3.41a)

R̃?
s = log2

eW0(ρd)

1 + M

e
eW0(ρd)−1

ρd −1

, (3.41b)

π̃? =
W0 (ρd)

ln 2 e
1

W0(ρd)
− 1

ρd

, (3.41c)

where M is defined in (3.39).

Proof. See Appendix B.6.

Remark 8. Corollary 11 gives an asymptotic upper bound on throughput for this protocol,

thus, π does not increase towards infinity with NJ . Intuitively, the throughput cannot always

increase with NJ , because it is bounded by the S→ D channel capacity which is independent

with NJ .

3.5 Numerical Results

In this section, we present numerical results to demonstrate the performance of the proposed

secure communication protocol. We set the path loss exponent as λ = 3 and the length of
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Rt = 27.00 bpcu, infinite battery capacity
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Rt = 26.90 bpcu, infinite battery capacity

Rt = 27.00 bpcu, finite battery capacity

Rt = 26.95 bpcu, finite battery capacity

Rt = 26.90 bpcu, finite battery capacity

Figure 3.3: Available energy in battery during the communication process. Since the channel power gain of the
source-to-jammer link changes independently block-by-block, the harvested energy per block changes randomly
and the curves are not smooth.

time block as T = 1 millisecond. We set the energy conversion efficiency as η = 0.5 [7,

27, 26]. Note that the practical designs of rectifier for RF-DC conversion achieve the value

of η between 0.1 and 0.85 [2]. Such a range makes wireless energy harvesting technology

meaningful. A rectifier design with η < 0.1 is unlikely to be used in practice. We assume that

the source, jammer, destination and eavesdropper are placed along a horizontal line, and the

distances are given by dSJ = 25 m, dSE = 40 m, dSD = 50 m, dJE = 15 m, dJD = 25 m,

in line with [78]. Unless otherwise stated, we set σ2
d = −100 dBm, and the secrecy outage

probability requirement ε = 0.01. We do not specify the bandwidth of communication, hence

the rate parameters are expressed in units of bit per channel use (bpcu).

To give some ideas about the energy harvesting process at the jammer under this setting:

When NJ = 1 and Ps = 30 dBm, the average power that can be harvested (after RF-DC con-

version) is −15 dBm, thus, the overall energy harvesting efficiency (i.e., the ratio between the

harvested power at the jammer and the transmit power at the source) is (−15 dBm)/(30 dBm)

≈ 3× 10−5. Note that, although the average harvested power at the jammer is relatively small,

a small jamming power is sufficient to achieve good secure communication performance. For

instance, the optimal jamming power under this setting is only −13 dBm based on the ana-

lytical results in Section refsecurity:optimal. In order to transmit the jamming signal at the

optimal power of −13 dBm with the average harvested power of −15 dBm, roughly 61% of

time is used for charging and 39% of time is used for secure communication with jamming.
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(a) NJ = 1, Ps = 0 dBm (b) NJ = 1, Ps = 30 dBm

Figure 3.4: Optimal rate parameters for NJ = 1. The regions D1 and D2 are separated by the blue curve, D1 is on
the right side, while D2 is on the left side

3.5.1 Energy Accumulation and Energy Balanced Cases

Fig. 3.3 shows the simulation results on the available energy in the battery in the communica-

tion process. The jammer has 8 antennas (NJ = 8) and the target jamming power is PJ = 0

dBm. The source transmit power is Ps = 30 dBm. Thus, the energy consumption in one IT

block at the jammer, PJT, is 10−6 Joule, and the average harvested energy in one PT block, ρJ ,

is 2.56× 10−7 Joule. From Lemma 2 and (3.17), when pco
1−pco

>
PJ T
ρJ

which means Rt > 26.92

bpcu, the communication process leads to energy accumulation, while if Rt ≤ 26.92 bpcu, it

is the energy balanced.

First, we focus on the curves with infinite battery capacity. We can see that when Rt = 26.9

bpcu, the available energy goes up and down, but does not have the trend of energy accumu-

lation. Thus, the communication process is energy balanced. When Rt = 26.95 and 27 bpcu,

the available energy grows up, and the communication process leads to energy accumulation.

Therefore, the condition given in Lemma 2 is verified.

In Fig. 3.3, we also plot a set of simulation results with finite battery capacity as Emax = 0.1

×10−3 Joule. As we can see, for the energy accumulative cases, i.e., Rt = 26.95 and 27.00

bpcu, the energy level stays near the battery capacity (0.1× 10−3 Joule) after experienced a

sufficient long time, which is much higher than the required jamming energy levelPJT = 10−6

Joule. Therefore, in practice, having a finite battery capacity has hardly any effect on the

communication process, as compared with infinite capacity.
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Figure 3.5: Throughput versus source transmit power Ps for NJ = 1.

3.5.2 Rate Regions with Single-Antenna Jammer

Fig. 3.4 plots the throughput in (3.22) with different Rt and Rs in the single-antenna jammer

scenario. In Fig. 3.4(a), we set Ps = 0 dBm. The optimal rate parameters (R?
t , R?

s ) are ob-

tained in the region D̂, which is the boundary of D1 and D2. This implies that the optimized

communication process is energy balanced. In Fig. 3.4(b), we increase Ps to 30 dBm. The op-

timal rate parameters (R?
t , R?

s ) are obtained in the region D1. This implies that the optimized

communication process leads to energy accumulation. This observation agrees with the re-

marks after Corollary 9 regarding the optimal operating point when the SNR at the destination

is sufficiently large.

3.5.3 Throughput Performance with Single-Antenna Jammer

Fig. 3.5 plots the throughput with optimal designs given by Proposition 1. We also include the

suboptimal performance which is achieved by using the asymptotically optimal rate parameters

in Corollary 9, as well as the upper bound on throughput in Corollary 9.

First, we focus on the curves with infinite battery capacity. We can see that when Ps =

5 dBm, the optimal throughput almost reaches the upper bound. Also we can see that when

Ps < 20 dBm, the suboptimal performance has a large gap with the optimal one, while when

Ps > 20 dBm, the suboptimal performance is very close to the optimal one.

In Fig. 3.5, we also plot a set of simulation results with finite battery capacity as Emax = 0.1

×10−3 Joule. It is easy to see that our analytical results for infinite battery capacity fit very

well with the simulation results for finite battery capacity. Therefore, a practical finite battery

capacity have negligible effect on the performance of the protocol, and our analysis are valid



68 Wireless Power Transfer Assisted Secure Communication

(a) NJ = 8, Ps = 0 dBm (b) NJ = 8, Ps = 30 dBm

Figure 3.6: Optimal rate parameters for NJ = 8.

in the practical scenario.

3.5.4 Rate Regions with Multiple-Antenna Jammer

Fig. 3.6 plots the throughput in (3.22) with different Rt and Rs in the multiple-antenna jammer

scenario. In Fig. 3.6(a) and Fig. 3.6(b), we set Ps = 0 dBm and 30 dBm, respectively.

The optimal rate parameters (R?
t , R?

s ) are both obtained in the region D̂. This implies that

the optimized communication process is energy balanced, which agrees with the remarks after

Corollary 10.

3.5.5 Throughput Performance with Multiple-Antenna Jammer

Fig. 3.7(a) plots the optimal throughput from Proposition 2. We also present the subopti-

mal performance which is achieved by the asymptotically optimal rate parameters obtained in

Corollary 10. We can see that the throughput increases with Ps unbounded. Also we can see

that the suboptimal performance is reasonably good when Ps > 20 dBm.

Fig. 3.7(b) plots the throughput achieved with the optimal design given in Proposition 2

for different NJ . The source transmit power is Ps = 30 dBm. We also include the suboptimal

performance achieved by the asymptotically optimal rate parameters in the large NJ regime

(Corollary 11) as well as the upper bound on throughput in Corollary 11.

We can see that with the increment of NJ , although theoretically the throughput is upper

bounded as NJ → ∞, the available throughput within practical range of NJ is far from the

upper bound. Hence, increasing NJ is still an efficient way to improve the throughput with

practical antenna size. Also we can see that the suboptimal performance is acceptable but the
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Figure 3.7: Throughput for NJ > 1.

gap from the optimal throughput performance is still noticeable.

3.6 Summary

In this chapter, we investigated secure communication with the help from a wireless-powered

jammer. We proposed a simple communication protocol and derived its achievable through-

put with fixed-rate transmission. We further optimized the rate parameters to achieve the best

throughput subject to a secrecy outage probability constraints. As energy harvesting and wire-

less power transfer become emerging solutions for energy constrained networks, this work

has demonstrated how to make use of an energy constrained friendly jammer to enable secure

communication without relying on an external energy supply.



70 Wireless Power Transfer Assisted Secure Communication



Chapter 4

SWIPT System with Practical
Constraints

In Chapter 3, we investigated a WPT-assisted secure communication system, where the energy

receiver, i.e., the jammer, can only harvest RF energy from the received signal. As the RF

wave can carry both energy and information, it is desirable to consider a receiver that is able

to absorb energy and extract information from the received signal.

In this chapter, we shift our focus on a point-to-point SWIPT system adopting practical

M-ary modulation, where the receiver leverages the received RF signal for both RF EH an in-

formation detection. We take into account the fact that the receiver’s radio-frequency (RF) en-

ergy harvesting circuit can only harvest energy when the received signal power is greater than

a certain sensitivity level. For both power-splitting (PS) and time-switching (TS) schemes, we

derive the energy harvesting performance as well as the information decoding performance for

the Nakagami-m fading channel. We also analyze the performance tradeoff between energy

harvesting and information decoding by studying an optimization problem, which maximizes

the information decoding performance and satisfies a constraint on the minimum harvested

energy. Our analysis shows that (i) for the PS scheme, modulations with high peak-to-average

power ratio achieve better energy harvesting performance, (ii) for the TS scheme, it is desirable

to concentrate the power for wireless power transfer in order to minimize the non-harvested en-

ergy caused by the RF energy harvesting sensitivity level, and (iii) channel fading is beneficial

for energy harvesting in both PS and TS schemes.

This chapter is organized as follows. Section 4.1 presents the system model. Sections 4.2

and 4.3 analyze the performance tradeoff between energy harvesting and information decoding

for the PS and TS schemes, respectively. Section 4.4 presents the numerical results. Finally,

Section 4.5 concludes the chapter.
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4.1 System Model

We consider a SWIPT system consisting of a transmitter (Tx) and a receiver (Rx). The receiver

comprises an information-decoding circuit and an RF-EH circuit [7]. Each node is equipped

with a single omnidirectional antenna. The transmitter and receiver adopt block-wise operation

with block time duration, T. We assume that the receiver is located in the far field, at a distance

d from the transmitter. Thus, the channel link between the two nodes is composed of large

scale path loss with exponent λ and small-scale Nakagami-m fading. Note that m represents

the fading parameter, which controls the severity of the fading. The fading channel gain, h, is

assumed to be constant within one block time and independent and identically distributed from

one block to the next [7, 48, 34]. We assume instantaneous channel state information (CSI) is

available only at the receiver.

We consider that the transmitter adopts a practical modulation scheme for information

transmission (IT). Let the signal constellation set be denoted by X . The size of X is denoted

by M with M = 2l , and l ≥ 1 being an integer. The ith constellation point in X is denoted by

xi, i = 1, 2, ..., M, with equal probability pi = 1/M,1 and the average power of signal set X
is normalized to one, i.e., ∑M

i=1 |xi|2/M = 1. In this work, we consider three most commonly

used coherent modulation schemes for IT: M-PSK, M-PAM, and M-QAM.2

At the receiver, during a symbol period Ts, assuming the receive power at the RF-EH circuit

is Prx, the amount of harvested energy can be represented as [34]

E = ηTs (Prx −Pth)
+ , (4.1)

where 0 ≤ η ≤ 1 is the RF-EH efficiency, and (z)+ = max {z, 0}. We assume that the

harvested energy at the receiver is stored in an ideal battery [7, 34, 120]. Note that in (4.1),

according to the existing studies [34, 120, 121], the RF-EH circuit can only harvest energy

when its receive signal power, Prx, is greater than the RF-EH sensitivity level, Pth, and the

harvested energy is proportional to Prx −Pth.

4.1.1 PS and TS Schemes

The operation of SWIPT using PS or TS scheme is described as follows:

• PS: In each time block, the transmitter sends modulated data signal with average transmit

power Ptx. The receiver splits the received signal with a PS ratio, ρPS, for separate EH

and information decoding.

1Consideration of modulation schemes with non-uniform probability distribution among all symbols is outside
the scope of this work.

2For M-QAM, we assume that M = 2l , and l is an even integer.
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• TS: Each time block is divided into a power transfer (PT) phase and an IT phase. First,

the transmitter transmits an energy signal with average transmit power Ptx,1 during the

first ρTST seconds, i.e., PT phase. The receiver harvests energy from this received sig-

nal. Then, the transmitter transmits modulated signal with average transmit power Ptx,2

during the remaining (1− ρTS)T seconds, i.e., IT phase, and the receiver decodes the

received information.

4.1.2 Transmit Power Constraints

We consider both average and peak power constraints at the transmitter for SWIPT [7, 48],

denoted by Pave and Ppeak, respectively. From [122] and references therein, the peak-to-

average ratio of a practical RF circuit can be as large as 13 dB. In this chapter, we assume that

Ppeak/Pave ≥ 3, i.e., 4.77 dB.

4.1.2.1 PS Scheme

First, the average transmission power Ptx should satisfy the average power constraint, i.e.,

Ptx ≤ Pave.

Second, different transmitted symbols have different power. Thus, the highest transmit

power of the symbols in X should also be no larger than Ppeak. From [123], the PAPR of

M-PSK/PAM/QAM are given by

ϕPSK = 1, ϕPAM = 3
M− 1
M + 1

, ϕQAM = 3

√
M− 1√
M + 1

, (4.2)

respectively. Therefore, peak power constraint should be satisfied as ϕjPtx ≤ Ppeak, j =

PSK, PAM, QAM, i.e., j is the index of the modulation scheme

From (4.2), we see that the PAPR is always less than 3. Thus, for the considered modulation

schemes, the peak power constraint is automatically satisfied, as long as the average power

requirement is met, i.e., Ptx ≤ Pave.

4.1.2.2 TS Scheme

First, the transmit power should satisfy average power constraint as ρTSPtx,1 +(1− ρTS)Ptx,2 ≤
Pave.

Second, for the PT phase of the TS scheme, the peak power of the energy signal should

be no larger than Ppeak, and a constraint for the average power of the energy signal, Ptx,1 ≤
Ppeak, is satisfied naturaly. For the IT phase of the TS scheme, as discussed above, peak power
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constraint should be satisfied as

ϕjPtx,2 ≤ Ppeak, j = PSK, PAM, QAM. (4.3)

4.1.3 Performance Metrics

For EH, we use the average harvested power P̄ as a performance metric [49, 48]. For informa-

tion decoding, we adopt the average success symbol rate, SSR, which is related to the average

symbol error rate, SER, as the performance metric. The SSR measures the average number of

successfully transmitted symbols per unit time. Using P̄ and SSR, we investigate the perfor-

mance tradeoff between EH and information decoding. The exact mathematical definitions of

P̄ and SSR are given in Sections III and IV for the PS and TS schemes, respectively.

4.2 Analytical Results for Power Splitting

Following [7, 113], after PS, the received RF signal at the RF-EH circuit is

y(t) = h(t)

√
ρPSPtx

dλ
x(t) + ñ(t), (4.4)

where h(t) represents the channel fading gain as described in Sec. II, x(t) is the modulated

information signal sent from the transmitter, and ñ(t) is the circuit noise.

For information decoding, the RF signal is down converted to baseband. The received

signal and the signal noise ratio (SNR) at the information-decoding circuit of the receiver are

given by3

y = h

√
(1− ρPS)Ptx

dλ
x + n, (4.5)

and

γ(ν) =
(1− ρPS)Ptxν

dλσ2 , (4.6)

respectively, where n is the AWGN at the information-decoding circuit with power σ2, and

ν = |h|2 is the fading power gain of the channel. Since we consider Nakagami-m fading, the

probability density function (pdf) of ν is given by

fν(v) =
vm−1mm

Γ(m)
exp (−mv) , m = 1, 2, 3.... (4.7)

In the following, we analyze the performance of EH and information decoding with M-

PSK, M-PAM and M-QAM schemes.

3In (4.5), for notational simplification, we have represented the baseband signals, y[k], x[k] and n[k] as y, x and
n, respectively, where k denotes symbol index.
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4.2.1 RF Energy Harvesting with the PS Scheme

Using (4.1) and (4.4), and assuming that the amount of energy harvested from the circuit noise

ñ is negligible [7, 26], the harvested energy under fading power gain v during one symbol time

Ts is given by

E(xi, v) = ηTs

(
ρPSPiv

dλ
−Pth

)+

, (4.8)

wherePi is the transmit power for the ith constellation point, and ∑M
i=1 Pi/M = Ptx. From [123],

Pi can be obtained as

Pi =





Ptx, for M-PSK

3Ptx

M2 − 1

(
2
⌈∣∣∣∣i−

M + 1
2

∣∣∣∣
⌉
− 1
)2

, for M-PAM

3Ptx

2(M− 1)

(
(2

⌈∣∣∣∣∣

⌈
i√
M

⌉
−
√

M + 1
2

∣∣∣∣∣

⌉
− 1)2

+(2

⌈∣∣∣∣∣
(

i mod
√

M
)
−
√

M + 1
2

∣∣∣∣∣

⌉
− 1)2

)
,

for M-QAM

(4.9)

where d·e is the ceiling operator, and the operator z mod Z has the definition as follows: if z
is an integer multiple of Z, z mod Z is Z, while in other cases, it is equal to z modulo Z.

From (4.8), the average harvested power can be calculated as

P̄PS =
1
Ts

M

∑
i=1

pi

∫ ∞

0
E(xi, v) fν(v)dv

= η
M

∑
i=1

pi

∫ ∞

v̄i

(
ρPSPiv

dλ
−Pth

)
fν(v)dv,

=η
M

∑
i=1

pi

(
ρPSPi

dλ

(
1−
∫ v̄i

v=0
v fν(v)dv

)
−Pth

(
1−
∫ v̄i

v=0
fν(v)dv

))
,

(4.10)

where pi is the transmit probability of symbol xi, i.e., 1/M, and v̄i = Pthdλ/ρPSPi. By taking

(4.7), (4.9) and pi = 1/M into (4.10), after some simplification, we get

P̄PS =
η

M

M

∑
i=1

ρPSPi

dλ
exp

(
−mPth

dλ

ρPSPi

)
×

(
1 +

m−1

∑
k=0

(
Pth

dλ

ρPSPi

)k+1 mk(m− k− 1)
(k + 1)!

)
.

(4.11)
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Special case: For m = 1, i.e., Rayleigh fading channel, we have

P̄PS =
η

M

M

∑
i=1

ρPSPi

dλ
exp(−Pthdλ

ρPSPi
). (4.12)

For M-PSK, (4.12) further simplifies to

P̄PSK
PS = η

ρPSPtx

dλ
exp

(
− Pthdλ

ρPSPtx

)
. (4.13)

Remark 9. For the PS scheme, a modulation scheme with higher PAPR, or a fading channel

with larger variation in its power gain, increases the average harvested power.

The above observations in Remark 9 will be verified in Sec. V. They can be explained using

the analysis as follows:

Due to the RF-EH sensitivity level, Pth, (4.8) is a convex function w.r.t. symbol transmit

power, Pi, and channel power fading gain v. Thus, based on Jensen’s inequality, taking (4.8)

into the first line of (4.10), we have

P̄PS ≥ η

(
ρPS

dλ

M

∑
i=1

piPi

∫ ∞

0
v fν(v)dv−Pth

)+

. (4.14)

We see that the equality holds in (4.14), i.e., average harvested power P̄PS is minimized, iff the

variance of both the symbol power in the signal set and the channel fading power gain equal to

zero, i.e., Pi = Ptx for all i, and v is always equal to one (non-fading channel).

For practical modulations, M-PSK results in the worst EH performance since it has con-

stant symbol power (lowest PAPR and zero variance of symbol power). In addition, our nu-

merical results suggest that M-PAM (which has highest PAPR) performs better than M-QAM,

which performs better than M-PSK. This will be verified in Sec. V.

For the Nakagami-m fading, we can easily prove using (4.11) that P̄PS decreases with

increasing m. As m increases, the fading variance decreases. Hence, a channel with larger

fading variance (smaller m) increases the average harvested power.

4.2.2 Information Decoding with the PS Scheme

The average symbol success rate, SSR, can be calculated as

SSR =
∫ ∞

v=0
(1− SER(v)) fν(v)dv = 1− SER. (4.15)

where

SER =
∫ ∞

v=0
SER(v) fν(v)dv, (4.16)
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and SER(v) is given by [123] as4

SER(v) =





2 Q
(√

2gPSKγ(v)
)

, for M-PSK

2(M− 1)/M Q
(√

2gPAMγ(v)
)

, for M-PAM

4
(

1− 1/
√

M
)

Q
(√

2gQAMγ(v)
)

− 4
(

1− 1/
√

M
)2

Q2
(√

2gQAMγ(v)
)

,

for M-QAM

(4.17)

where Q(·) is the Q-function, M is the modulation order, gPSK = sin2(π/M), gPAM = 3
M2−1

and gQAM = 3
2(M−1) .

Remark 10. Given ρPS, M and v, it is known that in the high SNR regime, M-QAM outper-

forms M-PSK, which outperforms M-PAM on SER [123]. Thus, from (4.15), the same order

holds for average success symbol rate.

4.2.3 Optimal Transmission Strategy for the PS Scheme

It is interesting to investigate the problem that given a certain required average harvested power

level, P̄0, what is the achievable average symbol success rate (SSR). For the PS scheme, there

are two design parameters: the PS ratio, ρPS, and the transmit power, Ptx.

We consider the following optimization problem:

P1 : Maximize
ρPS,Ptx

SSR = 1− SER

Subject to P̄PS ≥ P̄0,

0 ≤ ρPS ≤ 1, 0 ≤ Ptx ≤ Pave.

(4.18)

where P̄PS is defined in (4.11), and the required average harvested power, P̄0, is no higher than

the maximum range of average harvested power, P̄PS,max, which is obtained by taking ρPS = 1

into (4.11).

The optimization problem can be solved as follows. From (4.15) and (4.11), it is easy to

see that both P̄PS and SSR are monotonically increasing functions w.r.t. Ptx. Meanwhile, P̄PS

and SSR increase and decrease with ρPS, respectively. Thus, in P1, we let Ptx = Pave and

P̄PS = P̄0. In order to obtain the optimal ρPS, ρ?PS, which yields P̄PS = P̄0, a method of

bisection for linear search can be adopted as P̄PS is a monotonically increasing function of

4For simplicity, we adopt an accurate and widely used approximate closed-form expression for M-PSK.
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ρPS. Taking ρ?PS into (4.15), the maximum achievable average symbol success rate, SSR
?
, is

obtained.

Special case: For M-PSK scheme with Rayleigh fading channel, we can obtain a closed-

form expression for ρ?PS. By takingPtx = Pave into (4.13) and letting (4.13) = P̄0, and solving

we get

ρ?PS =
Pthdλ

PaveW0

(
ηPth
P̄0

) , (4.19)

where W0(·) is the principle branch of the Lambert W function.

In the following, we analyze the time-switching scheme and optimize the design parame-

ters, i.e., the TS ratio, and the transmit power in the PT and IT phases.

4.3 Analytical Results for Time Switching

In the PT phase, i.e., ρTS portion of a time block, the transmitter transmits a pre-designed

energy signal with average power Ptx,1. Thus, the received RF signal at the RF-EH circuit is

given by

y(t) = h(t)

√
1

dλ
ω(t) + ñ(t), (4.20)

where ω(t) is the pre-designed energy signal, which will be investigated in the following

subsection.

In the IT phase, i.e., 1− ρTS portion of a time block, the baseband received signal and the

SNR at the information-decoding circuit of the receiver are given by

y = h

√
Ptx,2

dλ
x + n, (4.21)

and

γ(ν) =
Ptx,2ν

dλσ2 , (4.22)

respectively.

In the following, we analyze the performance of EH and information decoding.

4.3.1 RF Energy Harvesting with the TS Scheme

If the RF-EH sensitivity level is zero, any energy signal design will achieve the same harvested

energy. On the other hand, with a non-zero RF-EH sensitivity level, different energy signals

perform differently. Here, we propose an optimal energy signal which maximizes the harvested

energy.
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Proposition 3. For the PT phase, given the average transmit power, Ptx,1, and the RF-EH

sensitivity level, Pth, an optimal energy signal which achieves maximum harvested energy, is

the signal with power Ppeak for the first Ptx,1/Ppeak portion of the phase, and with power zero

for the rest of the phase.

Proof. Although the proposed optimal energy signal seems simple, to the best of our knowl-

edge, prior studies have not provided an optimal energy signal design under the RF-EH model

in (4.1). We provide the formal proof in Appendix C.1.

Remark 11. In order to maximize the harvested energy with the consideration of RF-EH

sensitivity level, the available power/energy is concentrated into the shortest possible duration

of time, i.e., transmit with Ppeak. In this way, the amount of energy that is wasted during the

harvesting process is minimized.

Similar to the PS scheme, the average harvested power for the TS scheme is given by

P̄TS = ηρTS
Ptx,1

Ppeak

∫ ∞

0

(Ppeakv
dλ

−Pth

)+

fν(v)dv

= ηρTS
Ptx,1

Ppeak

∫ ∞

v̄peak

(Ppeakv
dλ

−Pth

)
fν(v)dv

= ηρTS
Ptx,1

dλ
Ψ,

(4.23)

where v̄peak = Pthdλ/Ppeak, and

Ψ = exp
(
−m
Pthdλ

Ppeak

)
×

(
1 +

m−1

∑
k=0

(
Pth

dλ

Ppeak

)k+1 mk(m− k− 1)
(k + 1)!

)
.

(4.24)

Because of the average power constraint, ρTSPtx,1 +(1− ρTS)Ptx,2 ≤ Pave, taking ρTSPtx,1 =

Pave into (4.23), the maximum range of average harvested power is given by

P̄TS,max = η
Pave

dλ
Ψ. (4.25)

Similar to the PS scheme, from (4.23), we can easily prove that P̄TS decreases with in-

creasing m. Thus, fading channel with larger variation in its power gain will also increase the

EH performance of the TS scheme, as it does for the PS scheme.
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4.3.2 Information Decoding with the TS Scheme

Compared to the PS scheme, only 1− ρTS portion of a block time is used for IT in the TS

scheme. Since the SSR in the PS scheme measures the average number of successfully trans-

mitted symbols per unit time, we consider a normalized SSR for the TS scheme in order to

measure the same quantity, which is given by

SSR = (1− ρTS)
∫ ∞

v=0
(1− SER(v)) fν(v)dv

= (1− ρTS)
(
1− SER

)
,

(4.26)

where SER(v) and SER are obtained by taking (4.22) into (4.17) and (4.16) respectively.

4.3.3 Optimal Transmission Strategy for the TS Scheme

We investigate the problem that given a certain required minimum average harvested power

level, P̄0, what is the maximum achievable average symbol success rate. For the TS scheme,

there are three design parameters: the TS ratio, ρTS, the power for PT, Ptx,1, and the power for

IT, Ptx,2. We consider the following optimization problem:

P2 : Maximize
ρTS,Ptx,1,Ptx,2

SSR = (1− ρTS)
(
1− SER

)

Subject to P̄TS ≥ P̄0,

ρTSPtx,1 + (1− ρTS)Ptx,2 ≤ Pave,

0 ≤ Ptx,1, ϕjPtx,2 ≤ Ppeak,

0 ≤ ρTS ≤ 1,

(4.27)

where P̄0 is no higher than the maximum range of average harvested power P̄TS,max defined

in (4.25). P̄TS and ϕj are defined in (4.23) and (4.3), respectively.

Proposition 4. For the TS scheme, given P̄0, Pave, Ppeak and Pth, the optimal parameters are

given by

ρ?TS =
P̄0dλ

ηPpeakΨ
, P?

tx,1 = Ppeak,

P?
tx,2 =

1
1− ρ?TS

(
Pave −

P̄0dλ

η Ψ

)
,

(4.28)

where Ψ is defined in (4.24).

Proof. See Appendix C.2.

Taking (4.28) into (4.26), optimal achievable average symbol success rate is obtained.
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Figure 4.1: Tradeoff between the average symbol
success rate and the average harvested power with dif-
ferent modulation schemes, M=16.
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Figure 4.2: Tradeoff between the average symbol
success rate and the average harvested power with dif-
ferent modulation schemes, M=4.

Remark 12. Recall that Proposition 3 suggests to transfer energy at a peak power and then

turn the energy signal off during the remaining time if any. Contrary to this, after performing

a joint optimization as done in Proposition 4, the resulting energy signal for PT is transmitted

at constant power Ppeak which occupies the entire PT phase.

4.4 Numerical Results

In this section, we illustrate the tradeoffs between the average symbol success rate and the

average harvested power for the PS and TS schemes, which are obtained by using the optimal

transmission strategies given in Sec. III-C and Sec. IV-C, respectively.

We set the average power constraint at the transmitter as Pave = 10 mW, peak power

constraint as Ppeak = 3Pave [124], distance between the transmitter and the receiver as d =

10 m, path loss exponent as λ = 3 [34]. We set the noise power at the receiver information-

decoding circuit as σ2 = −50 dBm. The receiver RF-EH conversion efficiency is 0.5 [2].

Unless otherwise stated, we set the modulation order at the transmitter as M = 16, the RF-EH

sensitivity level as Pth = −20 dBm [2], the Nakagami-m fading parameter as m = 1, i.e.,

Rayleigh fading channel. Under these setting, it can be proved that the average receive power

at the receiver is no less than the RF-EH sensitivity level [7].

4.4.1 Effect of Modulation Schemes

Figs. 4.1 and 4.2 plot the tradeoffs between the average symbol success rate and the average

harvested power using PS and TS schemes and different modulation schemes, with M = 16

and 4, respectively.

For the PS scheme, from Figs. 4.1 and 4.2, we see that the different modulation schemes
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result in different performance tradeoff between information decoding and EH. When the re-

quired average harvested power is high, M-PAM performs better than M-QAM, and M-QAM

performs better than M-PSK.5 This order matches their order on PAPR, which is in line with

Remark 9. When the required average harvested power is low, M-QAM performs better than

M-PSK, and M-PSK performs better than M-PAM. This order matches their order on average

symbol success rate in high SNR regime, which is in accordance with Remark 10. Thus, if we

aim to harvest energy, a modulation scheme with higher PAPR performs better than the one

with lower PAPR, while if we focus on information decoding, the modulation scheme with the

highest PAPR performs the worst.

For the TS scheme, from Figs. 4.1 and 4.2, we see that the effect of different modulation

schemes is smaller than that with the PS scheme. This is because only IT phase is affected by

modulation. Thus, in general (high SNR regime), M-QAM performs better than M-PSK, and

M-PSK performs better than M-PAM on average symbol success rate, as stated in Remark 10.

Also we see that given a modulation scheme, there is a crossover between the tradeoff

curves of the PS and TS schemes. When the average harvested power requirement is high, the

TS scheme always results in a better information-decoding performance than the PS scheme.

This is due to the optimized energy signal for the TS scheme in Proposition 3, which makes

the EH more efficient under the presence of RF-EH sensitivity level, while for the PS scheme,

the signal for EH cannot be optimized. Note that this crossover has not been identified in the

rate-energy tradeoff curves studied in [7].

4.4.2 Effect of RF-EH Sensitivity

Fig. 4.3 plots the tradeoffs between the average symbol success rate and the average harvested

power under different RF-EH sensitivity level, using 16-QAM modulation scheme. We see

that given a target average harvested power, the average symbol success rate varies significantly

between Pth = 0 and practical RF-EH sensitively level, i.e., Pth = −20 dBm. When Pth = 0,

there is no crossover between the tradeoff curves of the PS and TS schemes, and the range of

average harvested power is the same between the two schemes. This is similar to the results

shown in [7], which ignored the effect of Pth. If a practical RF-EH sensitivity level is set, e.g.,

Pth = −20 dBm, the crossover is clearly observed, and we see that different SWIPT schemes

result in different ranges of average harvested power. Thus, under a practical RF-EH sensitivity

level, the performance tradeoff between information decoding and EH is very different from

that obtained under ideal assumption. This highlights the importance of considering the RF-EH

sensitivity level in this work.

5When M = 4, M-PSK is equivalent with M-QAM.
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Figure 4.3: Tradeoff between the average symbol success rate and the average harvested power with different
RF-EH sensitivity level.

4.4.3 Effect of Fading Channel

Fig. 4.4 plots the tradeoffs between the average symbol success rate and the average har-

vested power using 16-QAM modulation scheme, for different Nakagami-m fading channel

parameters. The figure confirms that different values of m do not affect the general trends of

the curves, as identified in Figs. 1-3 for m = 1. We see that if the required average harvested

power is high, the channel with larger non-line-of-sight (NLOS) component, e.g., m = 1, leads

to better information-decoding performance than the channel with smaller NLOS component,

e.g., m → ∞. However, if the required average harvested power is low, the channel with

larger NLOS component, leads to worse information-decoding performance than the channel

with smaller NLOS component. This implies that for SWIPT, fading is beneficial for EH as it

creates a higher PAPR signal but detrimental for information decoding. This also verifies our

observation in Remark 9.

4.5 Summary

In this chapter, we studied SWIPT between a transmitter and a receiver, using either PS or TS

scheme, taking practical modulation and receiver RF-EH sensitivity level into account. For

both the PS and TS schemes, we designed the optimal system parameters, which satisfy trans-

mit average and peak power constraints and maximize the information-decoding performance

with a constraint of minimum harvested energy. Our analysis showed that for the PS scheme, a

modulation scheme with higher PAPR achieves better EH performance. For the TS scheme, we

proposed an optimal energy signal for the PT phase, which maximizes the available harvested

energy. In addition, channel fading is beneficial for EH when considering realistic values of
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Figure 4.4: Tradeoff between the average symbol success rate and the average harvested power with different
Nakagami-m fading parameters.

the RF-EH sensitivity level. The results highlight the importance of accurately characterizing

the impact of RF-EH sensitivity level in SWIPT systems.



Chapter 5

A Novel SWIPT-Inspired Information
Receiver

In Chapter 4, we have studied practical SWIPT systems. Exploring the fact a SWIPT receiver

consists of a conventional information receiver and a RF-DC converter, can we also extract

some information from the DC signal to assist information detection? We show in this chapter

that the answer is ‘yes’.

In this chapter, inspired by the receiver architecture of the PT-based SWIPT, we proposed

a novel information receiver, which involves joint processing of coherently and non-coherently

received signals. Using a passive RF power splitter, the received signal at each receiver antenna

is split into two streams which are then processed by a conventional coherent detection (CD)

circuit and a power-detection (PD) circuit1, respectively. The streams of the signals from all

the receiver antennas are then jointly used for information detection. We show that the splitting

receiver creates a three-dimensional received signal space, due to the joint coherent and non-

coherent processing. We analyze the achievable rate of a splitting receiver, which shows that

the splitting receiver provides a rate gain of 3/2 compared to either the conventional (CD-

based) coherent receiver or the PD-based non-coherent receiver in the high SNR regime. We

also analyze the symbol error rate (SER) for practical modulation schemes, which shows that

the splitting receiver achieves asymptotic SER reduction by a factor of at least
√

M − 1 for

M-QAM compared to either the conventional (CD-based) coherent receiver or the PD-based

non-coherent receiver.

This chapter is organized as follows. Section 5.1 presents the system model, the proposed

receiver architectures and the splitting channel. Section 5.2 analyzes the mutual information

of the splitting channel with a Gaussian input. Section 5.3 presents the received signal constel-

lation at the splitting receiver for practical modulation schemes. Section 5.4 shows the SER

results of practical modulation schemes. Finally, Section 5.5 concludes the chapter.

1The PD circuit is rectifier-based. The modeling of a rectifier circuit has been discussed in detail in Chapter
1.2.2.1.
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Figure 5.1: The proposed splitting receiver architecture.

5.1 System Model

Consider the communication between a single-antenna transmitter and a K-antenna receiver.

The average received signal power at each antenna is denoted by P . The channel coefficient at

the kth receiver antenna is denoted by h̃k.

5.1.1 Proposed Receiver Architecture

Splitting receiver: The proposed splitting receiver architecture is illustrated in Figs. 5.1(a)

and (b). In the first stage, the received signal at each antenna is split into two streams by an

ideal passive RF power splitter. We assume there is no power loss or noise introduced during

the splitting process [125, 126, 26]. One stream is sent to the (conventional) CD circuit and the

other to the PD circuit. The signals in the CD and PD circuits are first converted to the baseband

signals and then sampled and digitized by the analog-to-digital converters (ADCs) accordingly,

for further processing. Specifically, the rectifier-based PD circuit converts the RF signal into

a DC signal with a conversion efficiency η. In the second stage, all the 2K streams of signal

of the K antennas are jointly used for information detection.2 Note that although we focus

on the wireless communication application in this chapter, the proposed splitting receiver with

single-antenna (K = 1) is also applicable to cable and fibre-optical communication systems.

Simplified receiver: We also propose a simplified receiver, as a variant of the splitting

receiver, where no power splitters are required. This is illustrated in Fig. 5.2. In the simplified

receiver, K1 antennas (1 ≤ K1 < K) are connected to the CD circuit and the remaining

antennas are connected to the PD circuits. This is illustrated in Fig. 5.2. We assume that

2Although the CD and PD circuits may have different detection sensitivity level in practice [35], we assume
both the circuits are able to detect arbitrarily small power signal for tractability. In practice, the sensitivity levels
of the circuits do not affect much on the system performance when the SNR is high, while the proposed receiver
degrades to the conventional coherent receiver when the SNR is small as the sensitivity level of the PD circuit is
higher than the CD circuit.
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Figure 5.2: The proposed simplified receiver architecture.

the connections are determined offline, hence do not depend on the instantaneous channel

coefficients at each antenna.

5.1.2 Signal Model

In this section, we present the signal model for the splitting receiver. Note that the simplified

receiver can be analytically treated as a special case of the splitting receiver with power splitting

ratios taking binary values only, i.e., ρk ∈ {0, 1}, for all k = 1, 2, ..., K.

Based on [26, 127], the output signals from the CD and PD circuits at the kth antenna are

given by, respectively,

Ỹ1,k =
√

ρkP h̃kX̃ + Z̃k, (5.1)

Y2,k = η(1− ρk)|h̃k|2P|X̃|2 + N′k, (5.2)

where ρk ∈ [0, 1] is the power splitting ratio. X̃ is the transmitted signal with normalized

variance and X̃ ∈ X , where X denotes the set of all possible transmitted signals. Z̃k is the

post-processing complex AWGN of the CD circuit with the mean of zero and the variance

of σ2
cov, which includes both the RF band to baseband conversion noise and the ADC noise.

N′k is the post-processing noise of the PD circuit which is also assumed to be real Gaussian

noise [127], which includes both the rectifier noise and the ADC noise. Note that we only

consider the post-processing noise Z̃k and N′k, i.e., we ignore the pre-processing noise, such

as the antenna noise which is almost at the thermal noise level and is much smaller than the

post-processing noise [26].

Without loss of generality, scaling (5.2) by η, the received signal Y2,k can be rewritten as

Y2,k = (1− ρk)|h̃k|2P|X̃|2 + Nk, (5.3)

where Nk , N′k/(η) is the equivalent rectifier conversion AWGN with the mean of zero and
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the variance σ2
rec.

5.1.3 Maximal Ratio Combining of Splitting Receiver

To detect the transmitted signal X̃, similar with a conventional SIMO receiver, the optimal

method is the maximal ratio combining (MRC). We assume that the receiver has perfect chan-

nel state information (CSI), i.e., knowledge of h̃k. Since the K-antenna received signals Ỹ1,k

and Y2,k, k = 1, 2, ..., K, lie in different signal spaces, we use MRC for coherently processed

signals (i.e., Ỹ1,k) and non-coherent signals (i.e., Y2,k) separately. Based on (5.1) and (5.3), the

combined coherently and non-coherently processed signals are given by, respectively,

Ỹ1 =

(
K

∑
k=1

ρk|h̃k|2
)√
P X̃ +

K

∑
k=1

√
ρk h̃∗k Z̃k,

Y2 =

(
K

∑
k=1

(1− ρk)
2|h̃k|4

)
P|X̃|2 +

K

∑
k=1

(1− ρk)|h̃k|2Nk.

(5.4)

For convenience of analysis, after linear scaling, (5.4) can be rewritten as

Ỹ1 =
√

Θ1
√
P X̃ + Z̃, Y2 =

√
Θ2P|X̃|2 + N, (5.5)

where

Θ1 =
K

∑
k=1

ρk|h̃k|2, Θ2 =
K

∑
k=1

(1− ρk)
2|h̃k|4, (5.6)

and Z̃ and N follow the same distributions as Z̃k and Nk, respectively. The two-dimensional

signal Ỹ1 and the one-dimensional signal Y2 form a triple (Ỹ1, Y2), which is the equivalent

received signal of the K-antenna splitting receiver.

It is interesting to see that since the two-dimensional signal Ỹ1 lies on the in-phase-quadrature

(I-Q) plane and the one-dimensional signal Y2 lines on the power (P)-axis, the equivalent re-

ceived signal (Ỹ1, Y2) lies in the three-dimensional I-Q-P space. This is different from the

conventional coherent (two-dimensional) and non-coherent (one-dimensional) receiver sig-

nal spaces. Thus, the splitting receiver expands the received signal space and fundamentally

changes the way in which the signal is processed compared with the conventional receivers.

Considering the noiseless signal, i.e., letting Z̃ and N = 0 in (5.5), we have Y2 =
√

Θ2
Θ1
|Ỹ1|2

from (5.5), which is a paraboloid equation. From a geometric point of view, defining ~ρ ,

[ρ1, ρ2, ... ρK],~1 , [1, 1, · · · , 1]︸ ︷︷ ︸
K

, and~0 , [0, 0, · · · , 0]︸ ︷︷ ︸
K

, the splitting receiver is actually bend-

ing the noiseless received signal space into a paraboloid with~ρ as illustrated in Fig. 5.3. When

~ρ =~1, i.e., a non-splitting case, the splitting receiver degrades to the coherent receiver. As the

parameter
√

Θ2/Θ1 increases, e.g., each element of ~ρ decreases, the splitting receiver bends
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Figure 5.3: Illustration of the signal space of the splitting receiver, ρ = 0.2, 0.5, 1.

the signal plane to a paraboloid, which is taller and thinner with a larger
√

Θ2/Θ1 , e.g., a

smaller ~ρ. When ~ρ =~0, the splitting receiver degrades to the PD-based non-coherent receiver.

In this chapter, PD-based non-coherent receiver is named as non-coherent receiver for

short, and we refer to both the K-antenna coherent receiver (i.e., ~ρ = ~1) and the K-antenna

non-coherent receiver (i.e., ~ρ =~0) as the conventional receivers.

5.1.4 Splitting Channel

From an information theory perspective, (5.5) can be rewritten as

[
Ỹ1

Y2

]
=

[
1 0

0 | · |2

] [√
Θ1

4
√

Θ2

]√
P X̃ +

[
Z̃
N

]
, (5.7)

where | · |2 is the squared magnitude operator. We name (5.7) as the splitting channel, and the

input and output of the splitting channel regarded as random variables, are
√
P X̃ and (Ỹ1, Y2),

respectively.

The splitting channel can be treated as a SIMO channel, since the channel has one input√
P X̃ and two outputs Ỹ1 and Y2. It can also be treated as a degraded (due to the power

splitting) SISO channel with the output Ỹ1 and a side information Y2.

5.1.5 Performance Metrics

We study the mutual information3 between the input and output of the splitting channel for an

ideal Gaussian input, and study the SER performance for practical modulation schemes.

3The mutual information is the reliable information transmission rate achieved by a certain random source.
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For convenience of analysis, we define the operating SNR as

SNR , min {SNRcoh, SNRnon−coh} , (5.8)

where

SNRcoh , H2
P

σ2
cov

, SNRnon−coh ,
√

H4
P

σrec
, H2 ,

K

∑
k=1
|h̃k|2, H4 ,

K

∑
k=1
|h̃k|4. (5.9)

SNRcoh and SNRnon−coh are the SNRs of the conventional receivers, i.e., ~ρ =~1 for the coher-

ent receiver and ~ρ = ~0 for the non-coherent receiver, respectively. Specifically, the definition

of SNRnon−coh is consistent with [127]. Note that although
√

H4P and σrec correspond to the

standard deviation (not variance) of the signal
√

H4P|X̃|2 and the noise N at the PD receiver,

respectively,
√

H4P still has the physical meaning of “power”. Thus, the signal-to-noise ratio

is defined as
√

H4
P

σrec
not H4

P2

σ2
rec

.

In the following, we refer to the high SNR regime as SNR → ∞ which is obtained by

letting P → ∞. Our analysis will focus on the splitting receiver which includes the simplified

receiver as a special case.

5.2 Splitting Channel: Mutual Information

In this section, we study the mutual information of the splitting channel to determine the gain

due to the joint coherent and non-coherent processing. We also provide a discussion to intu-

itively explain this processing gain.

Based on (5.7), the mutual information between the input and outputs of the splitting chan-

nel with the splitting ratio ~ρ is

I(
√
P X̃; Ỹ1, Y2) = h(Ỹ1, Y2)− h(Ỹ1, Y2|

√
P X̃)

=h(Ỹ1, Y2)− h(Z̃, N|
√
P X̃)=h(Ỹ1, Y2)− h(Z̃, N)=h(Ỹ1, Y2)− h(Z̃)− h(N)

= −
∫

Y2

∫

Ỹ1

fỸ1,Y2
(ỹ1, y2) log2( fỸ1,Y2

(ỹ1, y2))dỹ1dy2 − log2(πeσ2
cov)−

1
2

log2(2πeσ2
rec).

(5.10)

The joint probability density function (pdf) of (Ỹ1, Y2) is

fỸ1,Y2
(ỹ1, y2) =

∫

X̃
f1(
√

Θ1P x̃, ỹ1) f2(
√

Θ2P|x̃|2, y2) fX̃(x̃)dx̃, (5.11)

where fX̃(x̃) is the pdf of X̃, and f1(
√

Θ1P x̃, ·) and f2(
√

Θ2P|x̃|2, ·) are the pdfs of the

distributions CN (
√

Θ1P x̃, σ2
cov) and N (

√
Θ2P|x̃|2, σ2

rec), respectively.

The mutual information expression in (5.10) needs five integrals to evaluate, which is cum-
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bersome and thus the maximal mutual information theoretically achieved by the optimal dis-

tribution of X̃, cannot be obtained.

5.2.1 Mutual Information and Joint Processing Gain

For tractability, in the following analysis, we consider the mutual information with a Gaussian

input, i.e., X̃ ∼ CN (0, 1), and we have:

1) Letting ~ρ = ~1, the splitting channel is degraded to the coherent AWGN channel, and the

mutual information is well-known as [128]

I(
√
P X̃; Ỹ1, Y2) = h(Ỹ1)− h(Z̃) = log2

(
1 + H2

P
σ2

cov

)
, (5.12)

which is exactly the capacity of the coherent AWGN channel, i.e., C(~ρ =~1).

2) Letting ~ρ = ~0, the splitting channel is degraded to the conventional intensity channel in

free-space optical communications [127]. Recall that we refer to the intensity channel as

the non-coherent AWGN channel, echoing the coherent AWGN channel in this chapter4.

The mutual information of the non-coherent AWGN channel is [127]

I(
√
P X̃; Ỹ1, Y2) = h(Y2)− h(N) = −

∞∫

−∞

fY2(y2) log2( fY2(y2))dy2 −
1
2

log2(2πeσ2
rec)

(a)
≥ 1

2
log2

(
1 + H4

P2e
2πσ2

rec

)
, (5.13)

where Y2 =
√

H4P|X̃|2 + N follows an exponential modified Gaussian distribution [129]:

fY2(y2) =
1

2
√

H4P
exp

(
1

2
√

H4P

(
σ2

rec√
H4P

− 2y2

))
erfc




σ2
rec√

H4P − y2√
2σrec


 . (5.14)

The inequality (a) is given by [127], and (5.13) is the asymptotic mutual information in the

high SNR regime, which is also the asymptotic capacity (with gap less than | 12 log2

( e
2π

)
|

bits) of the non-coherent AWGN channel, i.e., C(~ρ =~0).

Comparing (5.12) and (5.13), it is easy to see that as SNR → ∞, the coherent and non-

coherent AWGN channels have the same asymptotic capacity, i.e., limSNR→∞ C(~ρ =~1)/C(~ρ =~0) =

1. In the following, we will show that the splitting receiver with ~ρ 6= ~0 nor~1 provides a gain

4Note that in this chapter, the non-coherent channel refers to the intensity channel, and it does not refer to the
kind of channel without CSI at the transmitter or the receiver.
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in the mutual information compared with the conventional receivers. Firstly, we need the fol-

lowing definition.

Definition 3. The joint processing gain of the splitting receiver is

G ,
sup{I(

√
P X̃; Ỹ1, Y2) : ~ρ ∈ [0, 1]K}

max{I(
√
P X̃; Ỹ1, Y2)|~ρ=~0, I(

√
P X̃; Ỹ1, Y2)|~ρ=~1}

, (5.15)

where sup{·} denotes for the supremum, and [0, 1]K is the K-product space generated by the

interval [0, 1].

If the joint processing gain G > 1, the splitting receiver achieves higher mutual informa-

tion compared with the conventional receivers. If the joint processing gain G = 1 which means

the joint coherent and non-coherent processing is unnecessary, the splitting receiver should be

degraded to either one of the conventional receivers.

Due to the complicated form of (5.10), it is not possible to accurately evaluate the mutual

information5 for ~ρ ∈ [0, 1]K and prove whether G is greater than 1 or not. Hence, we first

use Monte Carlo based histogram method to simulate the results. In Fig. 5.4, considering the

K = 1 case, it is observed that when SNR is reasonably high, e.g., P = 10, σ2
cov = 1 and

σrec = 1, the joint processing gain G is greater than 1. Inspired by this, we will focus on the

analysis on the mutual information in (5.10) and the joint processing gain in Definition 3 in the

high SNR regime in the following subsection.

5.2.2 High SNR Analysis

Lemma 3. In the high SNR regime, I(
√
P X̃; Ỹ1, Y2) with ~ρ ∈ [0, 1]K \{~0,~1} is given by

I(
√
P X̃; Ỹ1, Y2) ≈ log2(

Θ1P
σ2

cov
) +

1
2 log(2)

exp
(

Θ1σ2
rec

Θ22σ2
covP

)
Ei
(

Θ1σ2
rec

Θ22σ2
covP

)
(5.16a)

≈ log2(

√
2P 3

2
√

Θ1Θ2

σcovσrec
)− γ

2 ln 2
, (5.16b)

where Ei(x) ,
∫ ∞

x
e−t

t dt is the exponential integral function, and γ is Euler’s constant.

Proof. See Appendix D.1.

From Lemma 3, it is clear that the mutual information of the splitting channel increases

linearly with log2(P) and decreases linearly with log2(σcov) and log2(σrec) in the high SNR

5A lower bound and an upper bound of I(
√
P X̃; Ỹ1, Y2) with explicit expressions can be found based on the

basic inequalities I(
√
P X̃; Ỹ1, Y2) > I(

√
P X̃; Ỹ1), I(

√
P X̃; Ỹ1, Y2) > I(

√
P X̃; Y2) and I(

√
P X̃; Ỹ1, Y2) <

I(
√
P X̃; Ỹ1) + I(

√
P X̃; Y2) [128]. Since the bounds are loose, we do not pursue them here.
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Figure 5.4: I(
√
P X̃; Ỹ1, Y2) versus ρ, P = 10, K = 1, |h̃1| = 1. The simulation results are marked

with ‘o’s, and are curve fitted by polynomials of degree of 3.

regime. Moreover, since the mutual information depends on the power splitting ratio ~ρ, which

is contained in the term Θ1Θ2, it is interesting to find the optimal~ρ that maximizes the mutual

information.

Based on Lemma 3, the following optimization problem is proposed to obtain the optimal

splitting ratio ~ρ in the high SNR regime:

(P1) max
~ρ∈[0,1]K\{~0,~1}

Θ1Θ2 ⇔ max
~ρ∈[0,1]K\{~0,~1}

K

∑
k=1

ρk|h̃k|2
K

∑
k=1

(1− ρk)
2 |h̃k|4. (5.17)

It can be shown that (P1) is not a convex optimization problem. Thus, the optimal splitting

ratio can be obtained by numerical methods. In what follows, we first focus on two special

scenarios and then discuss the joint processing gain for a general splitting receiver.

5.2.2.1 Splitting receiver with single receiver antenna

When K = 1, Θ1 = ρ1|h̃1|2 and Θ2 = (1− ρ1)
2|h̃1|4, and thus, the optimal power-splitting

ratio is obtained by solving the equation ∂ρ
1
3 (1−ρ)

2
3

∂ρ = 0. It is straightforward to obtain the

following results.

Proposition 5. For the splitting receiver with single receiver antenna, the optimal splitting

ratio in the high SNR regime is

ρ? =
1
3

, (5.18)
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and the maximal mutual information is given by

I(
√
P X̃; Ỹ1, Y2)|ρ? ≈ log2

(
2
√

2
3
√

3
|h̃1|3P

3
2

σcovσrec

)
− γ

2 ln 2
. (5.19)

5.2.2.2 Simplified receiver with a large number of antennas

For the simplified receiver with a large number of antennas, (5.17) can be rewritten as

max
1≤K1<K

K1

∑
k=1
|h̃k|2

K

∑
k=K1+1

|h̃k|4. (5.20)

Assuming that h̃k, k = 1, 2, ...K, are independent and identically distributed (i.i.d.) random

variables, i.e., the uncorrelated scenario, due to the law of large numbers when K is sufficiently

large, we have

lim
K→∞

K1

∑
k=1
|h̃k|2

K

∑
k=K1+1

|h̃k|4 = lim
K→∞

K1K2

K1

∑
k=1
|h̃k|2/K1

K

∑
k=K1+1

|h̃k|4/K2
(a)
= K1K2E

[
|h̃k|2

]
E
[
|h̃k|4

]
,

(5.21)

where K2 , K− K1, and (a) is because both K1 and K2 are sufficiently large. Assuming that

|h̃k|, k = 1, 2, ...K, are identical with each other, i.e., the free-space scenario which is also a

fully-spatially-correlated scenario, we have the same expression with (5.21). Thus, K1K2 is

maximized when K1 = K2 = K/2, and we have the following proposition.

Proposition 6. For the simplified receiver with a large number of antennas, the optimal strat-

egy for the spatially-uncorrelated channel or the fully-spatially-correlated channel (i.e., the

free-space scenario) in the high SNR regime is to connect half of the antennas to the CD cir-

cuits and the other half to the PD circuits, and the maximum mutual information is given by

I(
√
P X̃; Ỹ1, Y2)|~ρ? ≈ log2


KP 3

2

√
E
[
|h̃k|2

]
E
[
|h̃k|4

]
√

2σcovσrec


− γ

2 ln 2
. (5.22)

Note that for the general spatially-correlated scenario, the optimal strategy in the high SNR

regime is not immediately clear. We will investigate this scenario for future study.
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5.2.2.3 Joint processing gain of splitting receiver with K receiver antennas

We assume that ~ρ 6=~0 nor~1, thus, Θ1 6= 0 and Θ2 6= 0. Then, based on (5.16b) of Lemma 3,

(5.12) and (5.13), we can show that

lim
SNR→∞

I(
√
P X̃; Ỹ1, Y2)|~ρ∈[0,1]K\{~0,~1}

max{I(
√
P X̃; Ỹ1, Y2)|~ρ=~0, I(

√
P X̃; Ỹ1, Y2)|~ρ=~1}

=
3
2

. (5.23)

In other words, the asymptotic gain is the same no matter what value ~ρ takes, as long as

~ρ 6= ~0 nor~1. Therefore, the asymptotic optimal splitting ratio ~ρ? ∈ [0, 1]K \{~0,~1}, and we

have the following result based on Definition 3.

Proposition 7. In the high SNR regime, the asymptotic joint processing gain for a splitting

receiver with K receiver antennas is

G = lim
SNR→∞

I(
√
P X̃; Ỹ1, Y2)|~ρ?

max{I(
√
P X̃; Ỹ1, Y2)|~ρ=~0, I(

√
P X̃; Ỹ1, Y2)|~ρ=~1}

=
3
2

. (5.24)

5.2.3 Explanation of the Joint Processing Gain

The result of Proposition 7 shows that in the high SNR regime, since G = 3/2 > 1, the

splitting receiver provides a processing gain. Note that although the joint processing gain

at any given SNR depends on the specific value of the received signal power P , the noise

variances σ2
cov and σ2

rec, the asymptotic joint processing gain is independent of the specific

noise variances at the CD and PD circuits in the high SNR regime. This implies that the reason

for the performance improvement lies in the joint coherent and non-coherent processing. This

is explained in detail using intuitive and geometric arguments as follows.

Intuitive explanation of the rate improvement: Since the degrees of freedom of a chan-

nel is commonly defined as the dimension of the received signal space [130], the coherent

AWGN channel has two degrees of freedom (I-Q plane) while the non-coherent AWGN chan-

nel has one degree of freedom (P-axis). For the splitting channel created by jointly utilizing

both the coherent and non-coherent AWGN channels, the received signals are spread into a

three-dimensional space, i.e., the I-Q-P space. Thus, the splitting channel can be treated as a

channel with three degrees of freedom. Therefore, the splitting channel with a properly de-

signed splitting ratio can take better advantage of the I-Q-P space, and achieve a better channel

rate performance compared with either the coherent or non-coherent AWGN channel.

We would like to highlight that a ‘splitting receiver’, which splits the received signal at

each antenna into two streams and sends both streams to CD circuits (i.e., two coherent AWGN

channels), does not provide any rate improvement. After MRC, it is straightforward to see that

the received signal space still lies on the I-Q plane. Thus, the received signal space is the same
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as for the conventional coherent receiver. For instance, consider a single-antenna receiver for

ease of illustration. It can be proved that the best ‘splitting’ strategy is to send the entire signal

to the CD circuit with a smaller noise variance, instead of splitting and sending signals to both

CD circuits [130]. Therefore, there is no joint processing gain by using two coherent AWGN

channels, i.e., G = 1. The same argument holds for a ‘splitting receiver’ which splits the

received signal at each antenna into two streams and sends them to two PD circuits (i.e., two

non-coherent AWGN channels).

Therefore, the key to the rate improvement is the increased dimension of the received sig-

nal space achieved by joint coherent and non-coherent processing, where the coherent channel

adds noise linearly to the signal, and the noncoherent channel adds noise to the square ampli-

tude of the signal.

A geometric explanation of the asymptotic gain: As discussed in Section 5.1.3, a split-

ting receiver with the splitting ratio ~ρ maps the noiseless received signal space, i.e., the I-Q

plane, to a paraboloid in the I-Q-P space with parameter
√

Θ2/Θ1 which depends on ~ρ. Con-

sidering a disk with radius R and center (0, 0) in the I-Q plane, the area of the disk is πR2,

where R is proportional to
√

P in this chapter. After the mapping, the disk is converted into a

paraboloid with parameter
√

Θ2/Θ1 which is restricted by the condition that the projection of

the paraboloid in the I-Q plane should lie within the disk with radius
√

Θ1R. When R is suf-

ficiently large, the area of the paraboloid can be shown to be approximated by 3π
√

Θ1Θ2R3

for ~ρ 6= ~0 nor~1. It is well known that the optimal constellation design for the I-Q space is

equivalent to a sphere-packing problem, i.e., packing two-dimensional spheres (disks) with a

certain radius, which is related to the detection error rate, on the surface of the disk (i.e., the

disk on the I-Q plane). The number of spheres that can be packed is proportional to the area

of the disk. Thus, the communication rate can be written as O
(
log(πR2)

)
∼ 2O(log R).

Similarly, for the paraboloid, the number of three-dimensional spheres6 (balls) that can be

packed on the surface is proportional to the paraboloid area, and the rate can be written as

O
(
log(3π

√
Θ1Θ2R3)

)
∼ 3O(log R). Therefore, it is straightforward to see that there is

a 3/2 fold rate gain provided by the splitting receiver when R is sufficiently large. To sum

up, bending the signal space from a two-dimensional plane to a three-dimensional paraboloid

increases the effective area of the signal space which boosts the communication rate.

The complexity of splitting receiver: Although the splitting receiver is able to provide a

performance gain, it is clear that for the information detection in the digital domain, the split-

ting receiver requires a three-dimensional detection, while the conventional CD/PD receiver

only needs a two/one-dimensional detection, respectively. Specifically, when applying the

minimum distance detection for practical modulation, the splitting receiver needs to calculate

6Note that sphere-packing is considered only if σ2
cov = 2σ2

rec, i.e., a uniform three-dimensional noise sphere,
otherwise, it is ellipsoid-packing. Here we use sphere-packing for ease of illustration.
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the distance between two signal points in the three-dimensional space, while the conventional

CD/PD receiver only needs to calculate the distance in the two/one-dimensional space. Thus,

the splitting receiver requires a higher computational complexity to achieve the performance

gain. Regarding the circuit complexity, for each antenna branch, the splitting receiver requires

two detection circuits, while the conventional CD/PD receiver only needs one detection cir-

cuit. On the other hand, the proposed simplified receiver has a lower complexity than the CD

receiver and a higher complexity than the PD receiver. Therefore, we should consider both

the performance gain and the complexity (and the cost) when adopting a splitting receiver in

practical systems.

5.2.4 Numerical Results

In the last two subsections, we have shown and explained that the splitting receiver achieves

a 3/2 fold rate gain compared with the non-splitting channels in the high SNR regime. This

suggests that a notable performance improvement can be found within a moderate SNR range,

which is verified as follows. Also, we verify the tightness of the asymptotic analytical results

presented in Section 5.2.2.

5.2.4.1 Single-antenna scenario

We set the channel power gain |h̃1|2 = 1 for simplicity.

Fig. 5.5 depicts the mutual information approximation given in (5.16a) and also the simu-

lated mutual information with different received signal power. We see that the approximation

and simulation results have the same general trend, and the percentage difference between the

approximation and simulation results decreases as P increase (e.g., from P = 10 to 100).

Also we see that the optimal splitting ratios are (almost) the same for both the approximation

and simulation results. When SNR is sufficiently large, e.g., 20 dB, ρ = 0.33 makes the mu-

tual information at least 20% larger than that of the conventional cases (i.e., ρ = 0 or 1), and

the joint processing gain is shown to be G ≈ 1.3. When SNR = 30 dB (i.e., P = 1000),

the approximation is tight, and the joint processing gain with ρ = 0.33 is close to 1.5. Thus,

the tightness of the mutual information expressions in Lemma 3 and Proposition 5 (which is

obtained by taking ρ = 1/3 into Lemma 3) and also the asymptotic joint processing gain given

by Proposition 7 are verified.

Fig. 5.6 depicts the optimal splitting ratio ρ (obtained by simulation) versus the received

signal power P . It is observed that the optimal splitting ratio approaches 1/3 quickly as P
increases, i.e., ρ = 1/3 when P > 35. Thus, ρ = 1/3 is a near-optimal choice even at

moderate SNRs, and the tightness of the asymptotic optimal splitting ratio in Proposition 5 is

verified.
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Figure 5.5: Mutual information versus ρ, σ2
cov =

σ2
rec= 1.
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Figure 5.7: Mutual information of the splitting chan-
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Figure 5.8: Joint processing gain versus P , σ2
cov = 1.

Fig. 5.7 depicts the approximation of the splitting channel mutual information given in (5.16a)

with ρ = 1/3, and the optimal non-splitting channel mutual information, i.e., max{(5.12), (5.13)}.
It is observed that the splitting channel mutual information increases much faster w.r.t. P as

compared with the coherent and non-coherent AWGN channels. When SNR > 20 dB (e.g.,

P > 100, σ2
cov = 1 and σ2

rec = 0.1, or P > 1000, σ2
cov = 1 and σ2

rec = 10), one can clearly

see the mutual information improvement due to splitting.

Fig. 5.8 depicts the joint processing gain obtained by taking (5.16a) into Definition 3. It

is observed that the joint processing gain increases with P and slowly approaches the con-

stant 3/2. The gain at a practically high SNR, e.g., 30 dB, is notable, e.g., 1.2 ∼ 1.4.

5.2.4.2 Multi-antenna scenario

Fig. 5.9 depicts the average mutual information over 103 channel realizations using (5.16b),

where the channel power gain |h̃k|2 is assumed to follow an exponential distribution with the
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Figure 5.9: Mutual information of the splitting chan-
nel with different splitting strategies, σ2
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Figure 5.10: Average optimal ratio of antennas allo-
cated for coherent processing versus K.

mean of 1, andP = 100. Three splitting strategies are considered: (i) the numerically searched

optimal splitting ratios by solving (P1) for every channel realization (i.e., optimal splitting),

(ii) the simplified receiver with the strategy in Proposition 6, and (iii) ρk = 1/3 for all k =

1, 2, ..., K. It is observed that the splitting receiver with the optimal splitting strategy is better

than the simplified receiver. On the other hand, the splitting receiver can perform worse than

the simplified receiver if some sub-optimal splitting strategy is used, e.g., ρ = 1/3, which

is the optimal for a single-antenna receiver, but generally not necessarily optimal for a multi-

antenna receiver.

Fig. 5.10 depicts the optimal ratio of antennas allocated for coherent processing for a sim-

plified receiver obtained by simulation using 104 random channel realizations. It shows that the

optimal ratio is within the range of (0.45, 0.55) when K > 40, and the optimal ratio converges

to 1/2 as K increases further, which verifies Proposition 6.

5.3 Splitting Receiver: Practical Modulation

In this section, we consider commonly used modulation schemes and assume that each signal

of the constellation is transmitted with the same probability. Note that, in this section, x and

y denote the in-phase and quadrature signals in the CD circuit, respectively, and z denotes the

signal in the PD circuit, which are different from the notation in Section 5.2. This change of

notation is adopted for ease of presentation of results.

5.3.1 Transmitted Signal Constellation

We consider the transmitted signal constellation of a general M-ary modulation scheme is

Ωgen, which is a two-dimensional constellation placed on the I-Q plane. The ith symbol is

denoted by the tuple (xi, yi) on the I-Q plane, i = 1, 2, ..., M. Specifically:
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(a) 4-PAM on the I-P plane. (b) 16-QAM on the I-Q-P space, ρ = 0.2, 0.5, 1.
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(c) 4-IM on the I-P plane.

Figure 5.11: Noiseless received signal constellation with different ~ρ, K = 1, |h̃1| = 1, P = 10.

(i) For the M-PAM scheme [130], which is a one-dimensional modulation scheme on the

I-axis, we have xi = 2i− 1 for i = 1, 2, ..., M/2, and xi = −xi−M/2 for i = M/2 +

1, ...M, and yi = 0 for all i.

(ii) For the M-QAM scheme, which is a two-dimensional modulation scheme on the I-Q

plane, we have xi = 2
(

i mod
√

M
2

)
− 1, yi = 2

⌊
i−1√
M/2

⌋
− 1, i = 1, 2, ..., M/4,

which are the first quadrant symbols on the I-Q plane. Due to the symmetry property of

M-QAM, the other quadrant symbol expressions are omitted for brevity.

(iii) For the M-IM scheme, which is a one-dimensional modulation scheme on the positive

I-axis where the information is carried by the signal power but not phase, we have xi =√
2(i− 1) and yi = 0, i = 1, 2, ..., M.

5.3.2 Noiseless Received Signal Constellation

Based on the received signal expression after MRC in (5.5), the average signal power of the

coherently and non-coherently processed signals are Θ1P and
√

Θ2P , respectively. Thus,

with such average power constraints, we define the noiseless received signal constellation
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Ω̆gen, and the ith symbol in Ω̆gen is denoted by the tuple (x̆i, y̆i, z̆i), and x̆i = k1
√

Θ1Pxi,

y̆i = k1
√

Θ1Pyi, z̆i = k2
√

Θ2P
(
x2

i + y2
i
)
. Here k1 and k2 , k2

1 are the power normaliza-

tion parameters determined only by the geometric property of a certain modulation scheme.

Specifically, we have

k1 =





√
3

M2 − 1
, M-PAM,

√
3

2(M− 1)
, M-QAM,

√
1

M− 1
, M-IM.

(5.25)

For the single-antenna scenario, Figs. 5.11(a) and 5.11(c) show that the splitting ratio ρ ∈
(0, 1) bends the received signal constellation from the I-axis to a paraboloid in the I-P plane,

for 4-PAM and 4-IM, respectively. Fig. 5.11(b) shows that the splitting ratio ρ ∈ (0, 1) bends

the received signal constellation from the I-Q plane to a paraboloid in the I-Q-P space.

5.3.3 Decision Region

Since all the transmitted symbols are of equal probability, the optimal signal detection method

is the maximum likelihood (ML) method [130]. The decision region for the ith symbol is

defined as

Vi ,
{

v| f (v|i) ≥ f (v|j), ∀j 6= i, v ∈ R3} , (5.26)

where v , (x, y, z) is the three-dimensional post-processing (noise added) signal in the split-

ting receiver, and f (·|·) is the conditional pdf.

From Section 5.2, since both the CD and PD circuits introduce additive Gaussian noise,

the received signal is surrounded by the noise sphere (ellipsoid) in the I-Q-P space, and f (v|i)
is thus given by

f (v|i) = 1
σ2

covπ
√

2σ2
recπ

exp
(
− (x− xi)

2

σ2
cov

− (y− yi)
2

σ2
cov

− (z− zi)
2

2σ2
rec

)
. (5.27)

Therefore, (5.26) is rewritten as

Vi ,
{
(x, y, z) : di(x, y, z) ≤ dj(x, y, z), ∀j 6= i

}
, (5.28)

where

dj(x, y, z) ,

(
x− xj

)2

σ2
cov/2

+

(
y− yj

)2

σ2
cov/2

+

(
z− zj

)2

σ2
rec

. (5.29)

From (5.28) and (5.29), after simplification, the decision region of the ith symbol, Vi is given by
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(a) 8-PAM decision regions in the I-P
plane.

(b) Illustration of the decision regions
for 36-QAM in the first quadrant, i.e.,
x > 0 and y > 0.
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Figure 5.12: Decision regions for 8-PAM, 36-QAM and 4-IM, P = 10, σ2
cov = 2, σ2

rec = 1.

Vi =

{
(x, y, z) :

x̆j − x̆i

σ2
cov

x +
y̆j − y̆i

σ2
cov

y +
z̆j − z̆i

2σ2
rec

z ≤
x̆2

j + y̆2
j − x̆2

i − y̆2
i

2σ2
cov

+
z̆2

j − z̆2
i

4σ2
rec

, ∀j 6= i

}
,

(5.30)

where x̆i, y̆i and z̆i are defined in Section 5.3.2 above (5.25). It is easy to see that Vi is bounded

by planes. The plane implied in (5.30), which divides the decision region between the ith and

jth receive symbols, is given by

Ai−j ,

{
(x, y, z) :

x̆j − x̆i

σ2
cov

x +
y̆j − y̆i

σ2
cov

y +
z̆j − z̆i

2σ2
rec

z =
x̆2

j + y̆2
j − x̆2

i − y̆2
i

2σ2
cov

+
z̆2

j − z̆2
i

4σ2
rec

}
.

(5.31)

The decision regions for 8-PAM, 36-QAM (only for the symbols within the first quadrant

of the I-Q-P space) and 4-IM are illustrated in Figs. 5.12(a), 5.12(b), and 5.12(c), respectively.7

7Although for a practical M-QAM scheme, M is usually selected as a power of 2 so that the information bits
can be easily mapped onto the QAM constellation, the M-QAM modulation (e.g. 36-QAM) that M is not a power
of 2 are still useful for coded modulation schemes.
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5.3.4 Joint Processing Gain in SER

To quantify the reduction in SER by the splitting receiver, we define the joint processing gain

in terms of SER as:

Definition 4 (Joint processing gain in SER). Given a certain modulation scheme, the joint

processing gain of the splitting receiver is

G ,
min~ρ=~0,~1 Pe

inf{Pe : ~ρ ∈ [0, 1]K}
, (5.32)

where inf{·} denotes for the infimum, and Pe is the SER for a given ~ρ.

The joint processing gain represents the maximum SER reduction provided by the splitting

receiver, compared with the best of the conventional receivers.

5.4 Splitting Receiver: SER Analysis

In this section, we derive the SER at a splitting receiver for practical modulation schemes with

the transmitted signal constellation Ωgen in the I-Q plane and the received signal constellation

Ω̆gen in the I-Q-P space.

The SER can be written as

Pe =
1
M

M

∑
i=1

(1− Pi) , (5.33)

where Pi is the symbol success probability of the ith symbol, which is given by

Pi =
∫∫∫

Vi

exp

(
−
(
x− x̆j

)2

σ2
cov/2

−
(
y− y̆j

)2

σ2
cov/2

−
(
z− z̆j

)2

σ2
rec

)
dxdydz. (5.34)

Based on Section 5.3.2, when SNR → ∞ and ~ρ ∈ [0, 1]K \{~0,~1}, the received symbols

(x̆i, y̆i, z̆i) and (x̆j, y̆j, z̆j) belonging to different power tiers, i.e., z̆i 6= z̆j, are easily distin-

guished because they are separated by a distance proportional to P in the power domain. In

contrast, the symbols belonging to the same power tier are only separated with a distance pro-

portional to
√
P on the I-Q plane. Thus, the intra-tier detection error probability dominates

the overall SER in the high SNR regime.

Therefore, there are basically two cases for the SER analysis in the high SNR regime:

1. For Ωgen having symbols that belong to the same tier as illustrated in Fig. 5.13(a), such

as M-PAM, M-QAM and M-PSK (phase-shift keying), the intra-tier detection error
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Figure 5.13: (a) and (b) Two transmitted signal constellation maps with 3 pairs of symbols that are dominant
on detection error probability, plotted on the I-Q plane and the P-axis, respectively. (c) The transmitted signal
constellation for 36-QAM, where 12 pairs of symbol that are dominant on detection error probability are illustrated.

probability is dominant. Moreover, the detection error caused by the pair symbols with

the minimum distance on the I-Q plane is dominant (see Fig. 5.13(a)).

2. For Ωgen in which every symbol belongs to a different tier as illustrated in Fig. 5.13(b),

such as a M-IM, the inter-tier detection error probability is dominant. Moreover, the

detection error caused by the pair of symbols with the minimum distance in the P-axis

(power domain) is dominant.

Consider a transmitted signal constellation Ωgen with W pairs of dominant symbols as

mentioned above and the minimum distance being dmin. The approximated SER is calculated

as [130]

Pe ≈
1
M

W

∑
i=1

2Q
(

dmin

2σ

)
, (5.35)

where σ =
√

σ2
cov/2 or σrec for cases 1) and 2), respectively.

It is straightforward to see that: For M-PAM, we have W = 1, i.e., the pair of symbols with

the lowest power having the minimum distance given by dmin = 2x̆1. For M-QAM, we have

W = 2
√

M, as illustrated in Fig. 5.13(c), and dmin = 2x̆1. For M-IM, we have W = M− 1,

as illustrated in Fig. 5.13(b) and dmin = x̆2 − x̆1. Then, based on (5.35), we can obtain the

following results.

5.4.1 M-PAM

Proposition 8. For the M-PAM scheme and ~ρ ∈ [0, 1]K \{~0,~1}, the SER in the high SNR

regime is given by

Pe ≈
2
M

Q

(√
2x̆1

σcov

)
. (5.36)
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Based on Proposition 8, we can see that when~ρ 6=~1 and~ρ→~1, x̆1 ≈
√

3H2P/(M2 − 1),

and Pe ≈ 2
M Q

(√
6H2P

σ2
cov(M2−1)

)
, which is smaller than the SER of the ~ρ = ~1 case, i.e.,

2(M−1)
M × Q

(√
6H2P

σ2
cov(M2−1)

)
, and is also smaller than the SER of the ~ρ = ~0 case in which

the SER can be as large as 0.5. Thus, we have the following proposition:

Proposition 9. For M-PAM, the asymptotic joint processing gain in the high SNR regime is

GPAM =
min

{
0.5, 2(M−1)

M Q
(√

6H2P
σ2

cov(M2−1)

)}

2
M Q

(√
6H2P

σ2
cov(M2−1)

) = M− 1. (5.37)

Note that although the joint processing gain depends on P , σ2
cov and σ2

rec, the asymptotic

joint processing gain is independent of the specific noise variance at the CD and PD circuits in

the high SNR regime.

5.4.2 M-QAM

Proposition 10. For M-QAM and ~ρ ∈ [0, 1]K \{~0,~1}, the SER in the high SNR regime is

given by

Pe ≈
4√
M

Q

(√
2x̆1

σcov

)
. (5.38)

Letting ~ρ → ~1, i.e., x̆1 →
√

3H2P
2(M−1) , the approximated SER in Proposition 10 is mini-

mized as Pe ≈ 4√
M

Q
(√

3H2P
(M−1)σ2

cov

)
, which is smaller than the SER obtained by setting~ρ =~0

or~1. Thus, we have the following result:

Proposition 11. For M-QAM, the asymptotic joint processing gain in the high SNR regime is

GQAM = lim
SNR→∞

4
(

1− 1√
M

)
Q
(√

3H2P
(M−1)σ2

cov

)
− 4

(
1− 1√

M

)2
Q
(√

3H2P
(M−1)σ2

cov

)2

4√
M

Q
(√

3H2P
(M−1)σ2

cov

)

= lim
SNR→∞

4
(

1− 1√
M

)
Q
(√

3H2P
(M−1)σ2

cov

)

4√
M

Q
(√

3H2P
(M−1)σ2

cov

) =
√

M− 1.

(5.39)

Therefore, in the high SNR regime, for M-PAM and M-QAM, there always exists a non-

trivial~ρ that~ρ ∈ [0, 1]K \{~0,~1} and achieves a lower SER than the conventional receivers, i.e.,

~ρ =~0 or~1, no matter what values σ2
cov and σrec take.
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5.4.3 M-IM

Proposition 12. For M-IM, the SER in the high SNR regime is given by

Pe ≈
2(M− 1)

M
Q
( √

Θ2P
(M− 1)σrec

)
. (5.40)

From Proposition 12, as ~ρ → ~0, the minimum approximated SER is obtained as Pe =
2(M−1)

M × Q
( √

H4P
(M−1)σrec

)
, which equal to the SER when ~ρ = ~0. Thus, the splitting receiver

cannot improve the SER performance compared with the conventional receivers, and we have

the result:

Proposition 13. For M-IM, the asymptotic joint processing gain in the high SNR regime is

equal to one.

5.4.4 Numerical Results

We present the numerical results using M-QAM for (i) the splitting receiver with single re-

ceiver antenna assuming |h̃1|2 = 1, and (ii) the simplified receiver with multiple receiver

antennas. The SER results for M-QAM are plotted based on Monte Carlo simulation with

109 points using the detection rule (5.30). The results for M-PAM and M-IM are omitted for

brevity.

5.4.4.1 Splitting receiver with single receiver antenna

Fig. 5.14 plots the SER versus the splitting ratio ρ for different M and different P , where the

approximation results are plotted using Proposition 10. It shows that the SER first decreases

and then increases as ρ increases. We can see that the optimal ρ that minimizes the SER, in-

creases with P and approaches 1 but decreases with the increasing of the order of constellation
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Figure 5.16: Optimal number of antennas allocated for coherent processing versus K for 16-QAM,
σ2

cov = σ2
rec = 1.

M. Also we can see that when SNR is sufficiently large, e.g., 23 dB (i.e., P = 200, and

σ2
cov = σ2

rec = 1), the approximation of the SER is very close with the accurate SER for the

value of ρ in the range (0, ρ?), where ρ? is the optimal splitting ratio. Note that ρ? approaches

1 as SNR increases. This means the mismatch around ρ = 1 is minimized as SNR increases.

Therefore, the approximation in Proposition 10 is accurate for the values of ρ ∈ (0, 1) when

SNR is sufficiently large.

Fig. 5.15 shows the joint processing gain versus P using Definition 4. We can see that

the joint processing gain increase with P and approaches 3 and 5 for 16-QAM and 36-QAM,

respectively, when P = 100, σ2
cov = 1 and σ2

rec is sufficiently small, e.g., 10−3. These results

approach the asymptotic joint processing gain in Proposition 11. Also we see that only half

the joint processing gain is achieved when P = 100 and σ2
rec is large, e.g., σ2

rec = 1. However,

the increasing trend of the joint processing gain in Fig. 15 suggest that the asymptotic joint

processing gain can be eventually achieved, when P is much larger than 100. Therefore, the

asymptotic joint processing gain in Proposition 11 may not be approached in a normal range

of the received signal power and the noise variance, but half of the joint processing gain is

achievable.

5.4.4.2 Simplified receiver with multiple receiver antennas

For the simplified receiver, we assume that the channel power gain at each antenna is in-

dependent and follows an exponential distribution with the mean of 1. Fig. 5.16 plots the

optimal number of antennas allocated for coherent processing, i.e., K?
1 , versus the total num-

ber of antennas for the 36-QAM scheme obtained by using 103 random channel realizations.



108 A Novel SWIPT-Inspired Information Receiver

It shows that K?
1 increases with K, and approaches to K − 1 in the high SNR regime, e.g,

K?
1 ≈ K − 5, K − 2 and K − 1 when P = 2, 10 and 200, respectively. This is because that

the optimal ratio ~ρ → ~1 but never reaches~1 based on Proposition 8 in the high SNR regime.

In other words, for the simplified receiver (where ρk ∈ {0, 1}), most of the antennas should be

connected to the CD circuits and at least one antenna should be connected to a PD circuit to

achieve the highest joint processing gain.

Note that in practice, the degradation of ADC noise is usually modeled by the signal-to-

quantization-noise ratio (SQNR), approximately given by 6K dB, where K is the number of

quantization bits [26]. Here, by assuming P = 2 and the noise variance of the ADC equals

to 0.1 (i.e., less than σ2
cov and σ2

rec), the SQNR equals to 13 dB, which implies K ≈ 2 bits.

Similarly, by assuming P = 200, the SQNR equals to 33 dB, which implies K ≈ 5 bits.

Therefore, the parameter settings are practical.

5.5 Summary

In this chapter, we have proposed a splitting receiver, which fundamentally changes the way

in which the signal is processed. With the same received signal power, the analytical results

show that the splitting receiver provides excellent performance gain in the sense of both the

mutual information (Gaussian input) and the SER (practical modulation), compared with the

conventional coherent and non-coherent receivers.



Chapter 6

WPT-Based Backscatter Interference
Networks

To prolong the life time of energy-constrained IoT network, EH and WPT are possible solu-

tions, as investigated in Chapters 2, 3 and 4. Another solution is to consider passive com-

munication technique, i.e., BackCom, to cut down the energy consumption of information

transmission.

In this chapter, we study the passive BackCom system which consumes negligible energy

for information transmission. In future IoT network, low-latency communication scheme is re-

quired especially in delay-sensitive application scenarios. Again, as battery replacement for the

massive number of IoT devices is difficult if not infeasible, WPT is desirable. This motivates:

(i) the design of full-duplex WIT to reduce latency and enable efficient spectrum utilization,

and (ii) the implementation of passive IoT devices using backscatter antennas that enable WPT

from one device (reader) to another (tag). However, the resultant increase in the density of si-

multaneous links exacerbates the interference issue. This issue is addressed in this chapter by

proposing the design of full-duplex backscatter communication (BackCom) networks, where

a novel multiple-access scheme based on time-hopping spread-spectrum (TH-SS)1 is designed

to enable both one-way WPT and two-way WIT in coexisting backscatter reader-tag links.

Comprehensive performance analysis of BackCom networks is presented in this chapter, in-

cluding forward/backward bit-error rates and WPT efficiency and outage probabilities, which

accounts for energy harvesting at tags, non-coherent and coherent detection at tags and readers,

respectively, and the effects of asynchronous transmissions.

This chapter is organized as follows. Sections 6.1 and 6.2 presents the system model

and the time-hopping full-duplex BackCom scheme. Section 6.3 analyzes the farward and

backward WIT performance of two-link BackCom network under both the static and fading

channels. Section 6.4 analyzes the forward WPT performance. Sections 6.5 and 6.6 study

1The TH-SS scheme is one of the classical spread spectrum schemes. For example, the code-division multiple
access (CDMA) scheme is another spread spectrum scheme.

109
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the effects of asynchronous transmissions and the performance of K-link BackCom network,

respectively. Section 6.7 presents the numerical results. Finally, Section 6.8 concludes the

chapter.

6.1 System Model

We consider a BackCom system consisting of K coexisting single-antenna reader-tag pairs.

Each reader is provisioned with a full-duplex antenna (see e.g.,[131]) allowing simultaneous

transmission and reception. For simplicity, it is assumed that self-interference (from transmis-

sion to reception) at the reader due to the use of a full-duplex antenna is perfectly cancelled,

since the reader only transmits an unmodulated signal (i.e., the carrier wave), and the self-

interference which can be easily cancelled by filtering in the analog domain. Each passive

tag uses a backscatter antenna for transmission by backscattering a fraction of the incident

signal and an energy harvester for harvesting the energy in the remaining fraction. Each pair

of intended reader and tag communicate by full-duplex transmission with robustness against

interference using the design presented in the next section. The architecture of such a full-

duplex passive tag is shown in Fig. 6.1. The baseband additive white Gaussian noise (AWGN)

at Reader k is represented by the random variable zreader,k with variance σ2
reader. The passband

noise signal at Tag k is ztag,k(t) with variance σ2
tag.

It is assumed that all the readers/tags share the same band for communication. Block fading

is assumed such that the channel coefficients remain unchanged within a symbol duration but

may vary from symbol-to-symbol. We consider both the static and Rayleigh fading channels,

corresponding to the cases with or without mobility, respectively.2 For the Rayleigh fading

channel, we assume that the channel coefficient are composed of the large-scale path loss

with exponent λ and the statistically independent small scale Rayleigh fading. The distance

between Reader m and Tag n is denoted by dmn. The channel state information (CSI) of the

intended backscatter channel (reader-to-tag-to-reader) is available at the corresponding reader.

However, the CSI of interference channels is not available at the reader. Moreover, tags have

no knowledge of any channel.

It is important to note that the interference in a BackCom interference channel is more

severe and complex than that in a conventional one. This is mainly due to interference regen-

eration by backscatter antennas at tags that reflect all incident signals including both data and

interference signals. As an example, a two-link system is shown in Fig. 6.2 where interference

regeneration is illustrated.

2Although a more general channel model, i.e., the Rician fading channel, is not considered in this chapter, the
following analysis framework for the static and Rayleigh fading channels can be used directly for the Rician fading
scenario.
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Figure 6.1: The architecture of a full-duplex tag.
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Figure 6.2: Two-link full-duplex interference channel. For example, signal R1-T1-R1 is the signal transmitted by
Reader 1, then backscattered by Tag 1 and received by Reader 1.

The performance metrics are defined as follows. Both the BER for the backward and

forward WIT are analyzed in the sequel. For the forward WPT, we consider two metrics: (i)

the expected WPTR, denoted as Etag and defined as the expected harvested energy at a tag

per symbol, and (ii) the energy-outage probability [36], denoted as Pout and defined as the

probability that the harvested energy at the tag during a symbol duration is below the tag’s

fixed energy consumption, denoted as E0.

Note that Etag and Pout are related to the cases of large or small energy storage at tags,

respectively. Specifically, a large energy storage battery accumulates the energy with random

arrivals, and hence is able to constantly power the tag circuit especially when the instantaneous

harvested energy is very small. Thus, we care about the expected harvested energy at a tag.

Given a small or no storage, the instantaneous harvested energy is required to exceed the circuit

power so as to operate the tag circuit, and cannot be accumulated for further usage. Thus, we

care about the energy-outage probability.
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6.2 Time-Hopping Full-Duplex BackCom Scheme

The proposed time-hopping full-duplex BackCom scheme comprises two components, namely

the sequence-switch modulation and full-duplex BackCom, which are designed in the follow-

ing sub-sections.

6.2.1 Sequence-Switch Modulation

The sequence-switch modulation used by each reader is designed for several purposes. The

first is to suppress interference by TH-SS. The second is to enable simultaneous WIT and WPT

under the constraint of non-coherent detection at the intended tag by energy detection [103].

Last, the modulation should support full-duplex BackCom by allowing a reader to transmit a

carrier wave for backscatter by the intended tag.

Let a symbol duration T be uniformly divided into N slots called chips. For the men-

tioned purposes, define a TH-SS sequence as a N-chip random sequence comprising only a

single randomly located nonzero chip while others are silent. Each link is assigned a pair of

sequences with different nonzero chips to represent “0" and “1" of a bit. Then switching the

sequences enables the transmission of a binary-bit stream, giving the name of sequence-switch

modulation. Note that the sequence-switch modulation is also named as the pulse-position

modulation in conventional UWB systems [96]. Consider the generation of a pair of TH-SS

sequences. The first sequence can be generated by randomly placing a (nonzero) on-chip in

one of the N chip positions and the second sequence by putting the corresponding nonzero chip

randomly in one of those chip-positions corresponding to zeros of the first sequence. A pair

of TH-SS sequences for a particular link, say the k-th link, can be represented by the indices

(or positions) of the corresponding pair of on-chips, denoted as Sk , {sk0, sk1} and called a

TH-SS pattern [see Fig. 6.3(a)], while all the other chips are the off-chips. Note that there exist
N(N−1)

2 available patterns in total. The generation of the TH-SS patterns for different links are

assumed independent. The transmission of a single bit by Reader k can be equivalently repre-

sented by a binary random variable Ck with support Sk, called a transmitted on-chip. Assuming

chip synchronization between links, their transmissions in an arbitrary symbol duration can be

represented by a set of i.i.d. random variables {Ck} and illustrated in Fig. 6.3(b).

How the above design of sequence-switch modulation serves the mentioned purposes is

discussed as follows. First, interference between two links arises when their TH-SS patterns

overlap and thereby causes detection errors at their intended tags. The likelihood of pattern

overlapping reduces with the increasing sequence length N (the processing gain) as the patterns

become increasingly sparse and different links are more likely to choose different patterns.

Consider two coexisting links with TH-SS patterns S1 and S2. Given the design of sequence-

switch modulation, there exist three scenarios for the relation between the two patterns, namely
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Figure 6.3: Sequence-switch modulation. (a) A TH-SS pattern. (b) Chip-synchronous transmissions of different
links.

non-overlapping (|S1 ∩ S2| = 0), single-chip overlapping (|S1 ∩ S2| = 1), and dual-chip

overlapping (|S1 ∩ S2| = 2). For each scenario, the actual transmitted on-chips may or may

not collide with each other. Thus each scenario can be further divided into multiple cases as

illustrated in Fig. 6.4.

Next, the modulation design facilitates non-coherent detection at tags using energy detec-

tors. For a particular link, since the assigned TH-SS pattern is known to both the reader and

tag, the tag detects the transmitted bit by estimating which of the two on-chips (i.e., the chips

sk0 and sk1) in the pattern is transmitted using an energy detector. Specifically, if the harvested

energy in the chip sk0 is larger than that in the chip sk1, the estimated bit is ‘0’, otherwise, it is

‘1’. Furthermore, the design of sequence-switch modulation enables WPT simultaneous with

WIT by having an on-chip in every symbol duration for delivering energy to the intended tag.

In addition, the tag also harvests energy from on-chips from the interference channels. As a

result, the design achieves an WPT efficiency at least twice of that by using the on-off keying,

namely switching between a TH-SS sequence and a all-zero sequence. Note that unlike the

conventional active full-duplex transceiver, the full-duplex tag’s transmission and reception

are passive backscattering based and energy detection based, respectively. Thus, for such a

passive transceiver, it is reasonable to assume that the backscattered (i.e., reflected) signal has

no interference on the received signal for energy detection.

Last, this design feature of having an on-chip in every data symbol facilitate full-duplex

BackCom. Specifically, the carrier wave modulating each on-chip is modulated and backscat-

tered by the intended tag for backward WIT. The details are provided in the sequel.

6.2.2 Full-Duplex BackCom

Building on the sequence-switch modulation in the preceding subsection, the full-duplex Back-

Com is realized by the joint operation of the intended reader and tag designed as follows.
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Figure 6.4: Two-link pattern-overlapping scenarios and transmission cases. The pairs of on-chips of Links 1 and 2
are the squares above and under the lines, respectively.

Consider the reader side of a particular link. A reader using one full-duplex antenna to

transmit a forward bit stream using the sequence-switch modulation by sending a carrier wave

represented by
√

2PReal{ejωt} during the on-chip, where P is the transmission power and ω

is the angular frequency. At the same time, the reader receives the tag’s backscattered signal

at the same antenna. After cancelling the self-interference from its transmission, the reader

detects the backward bit stream by BPSK demodulation/detection of the backscattered signals

in the intervals corresponding to the transmitted on-chips that are known to the reader. The

reader discards the received signals in other intervals since they are interference. Note that this

operation requires the chip-level synchronization between a pair of intended reader and tag.

Next, consider the tag side of the link. During the off-chips of the assigned TH-SS pattern,

the tag disconnects the modulation block and harvests energy from the other readers’ trans-

missions (see the tag architecture in Fig. 6.1). Given the RF energy harvesting efficiency η,

only η portion of the RF receive power is harvested. During the two on-chip intervals of each

instance of the pattern (or equivalently each symbol), the tag connects the modulation block

and detects a forward bit by comparing the amounts of energy obtained from the two inter-

vals using an energy detector. Based on the detection results, the tag estimates the transmitted

on-chip positions and modulated/backscattered the signals in the corresponding chip intervals.

Note that interference signal in either one or two of the on-chips may result in failure of the tag

on detecting the corresponding forward bit. The variable impedance at the tag (see Fig. 6.1)

is implemented by switching between two fixed impedances chosen to generate two reflection

coefficients with the same magnitudes, namely
√

ρ, but different phase shifts, namely zero and

180 degrees. Then adapting the variable impedance to the backward bit streams modulates

the backscatter signals with the bits by BPSK. Let the BPSK symbol transmitted by Tag k be

denoted as qk with qk ∈ {1,−1}. Thus, during the two on-chip intervals, the tag backscatters a

fraction, denoted as ρ with ρ ∈ (0, 1), of the incident signal power and harvests the remaining

fraction of η(1− ρ).
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Combining the aforementioned reader and tag operations realize the full-duplex BackCom

with symmetric backward and forward WIT rates.

6.3 Time-Hopping Full-Duplex BackCom: WIT Performance

In this section, we analyze the BER for the backward and forward WIT. For simplicity, a two-

link BackCom system is considered as shown in Fig. 6.2. The results are generalized for the

K-link sysetm in Section 6.6. The analysis in this section focuses on the typical link, Link 1,

without loss of generality.

6.3.1 BER at the Reader for Backward WIT

Consider demodulation and detection of an arbitrary bit at Reader 1. As discussed in Sec-

tion 6.1 and Section 6.2, the receive baseband signal at Reader 1 during its transmitted on-chip

C1 can be written as

r1 =
√
P f11
√

ρb11q1 + 1 {C1 ∈ S2}
√
P f12
√

ρb21q2

+ 1 {C1 = C2}
√
P (h21 + f21

√
ρb11q1 + f22

√
ρb21q2) + zreader,1,

(6.1)

where the two indicator functions indicate whether Tag 2 is backscattering and whether Reader 2

is transmitting during Reader 1’s transmitted on-chip C1, respectively. fmn is the forward chan-

nel coefficient between Reader m and Tag n. bmn is the backward channel coefficient between

Tag m and Reader n. hmn is the channel coefficient between Readers m and n, while gmn is the

channel coefficient between Tags m and n. We also assume reciprocity between the forward

and backward channels, i.e., fmn = b∗nm. The first term and the second term in (6.1) correspond

to the useful signal R1-T1-R1 and the interference signal R1-T2-R1, respectively, and the

third term corresponds to the interference signals R2-R1, R2-T1-R1, and R2-T2-R1 as illus-

trated in Fig. 6.2.

Given interference at Reader 1, the BER of coherent detection can be close to the maximum

of 0.5 and thus is assumed as 0.5 when Reader 1 suffers interference for simplicity. Then the

BER at Reader 1 can be written as

Preader = PBPSKPr {C1 /∈ S2}+ 0.5 Pr {C1 ∈ S2} = PBPSK

(
p0 +

p1

2

)
+

1
2

( p1

2
+ p2

)
,

(6.2)

where PBPSK denotes the BER for BPSK detection without interference, and together with the
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probabilities {p0, p1, p2} are defined as follows:

PBPSK = E

[
Q
(√

2Pρ| f11b11|2/σ2
reader

)]
,

p0 , Pr {|S1 ∩ S2| = 0} =
(

N − 2
2

)/(N
2

)
=

(N − 2)(N − 3)
N(N − 1)

,

p1 , Pr {|S1 ∩ S2| = 1} = 1−
(

N − 2
2

)/(N
2

)
− 1
/(N

2

)
=

4(N − 2)
N(N − 1)

,

p2 , Pr {|S1 ∩ S2| = 2} = 1
/(N

2

)
=

2
N(N − 1)

.

(6.3)

Substituting (6.3) into (6.2), we obtain the BER for the backward WIT at the reader:

Proposition 14. The expected BER for the backward WIT is

Preader =
N − 2

N
PBPSK +

1
N

, (6.4)

where it can be derived straightforwardly based on the statistics of the channel coefficients that

PBPSK =





Q
(√

2Pρ| f11b11|2/σ2
reader

)
, static channel,

1
2


1− exp

(
d2λ

11 σ2
reader

4Pρ

)
erfc


dλ

11
2

√
σ2

reader
Pρ




 , Rayleigh fading channel,

(6.5)

and Q(·) and erfc(·) are the Q-function and the complementary error function, respectively.

The BER for the backward WIT decreases inversely with the reflection coefficient ρ. For

the high SNR regime (P/σ2
reader → ∞), the BER reduces to Preader ≈ 1

N , which is caused by

the interference and decreases inversely with the TH-SS sequence length N.

It is interesting to investigate the BER scaling law w.r.t. the sequence length N. We

consider two schemes when increasing N: (i) the fixed chip power (FCP) scheme which fixes

the chip transmit power P , and (ii) the fixed chip energy (FCE) scheme which fixes the chip

transmit energy denoted by Echip, and Echip = P T
N , i.e., P increases linearly with N.

For the static channel, based on (6.4) and (6.5), as the sequence length N → ∞, the

asymptotic BER for the FCP scheme is Preader ≈ N−2
N PBPSK, and noise is the dominant factor

for causing detection errors. While the asymptotic BER for the FCE scheme is Preader ≈ 1
N ,

and interference is the dominant factor for causing detection errors.

For Rayleigh fading channel, based on (6.4) and (6.5), as the sequence length N → ∞, the

asymptotic BER expression for both the FCP and FCE schemes is Preader ≈ N−2
N PBPSK, and

noise is the dominant factor for causing detection errors.
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6.3.2 BER at the Tag for Forward WIT

We investigate the BER at Tag 1 in three different TH-SS pattern overlapping scenarios.

Assuming that P(0)
tag , P(1)

tag and P(2)
tag are the BER conditioned on the events |S1 ∩ S2| = 0,

|S1 ∩ S2| = 1 and |S1 ∩ S2| = 2, respectively, the BER at Tag 1 is

Ptag =
2

∑
n=0

pnP(n)
tag . (6.6)

We further calculate P(n)
tag as follows (see pattern-overlapping scenarios in Fig. 6.4):

6.3.2.1 BER Given Non-Overlapping Scenario

Tag 1’s receive passband signal in the transmitted on-chip C1 is

y1(t) =
√

2Pη(1− ρ)Real{ f11ejωt}+ ztag,1(t). (6.7)

Thus, the received signal power in the transmitted on-chip C1 is

P0 , P (0)
rx = Pη(1− ρ)| f11|2, (6.8)

while since neither Reader 1 nor Reader 2 is transmitting during the other on-chip S1\C1, the

received signal power in the other on-chip is P̆ (0)
rx = 0.

Based on [103], scaling by the two-side power spectrum density of noise signal ztag,1(t),
the received energy during the transmitted on-chip C1, E1, follows a non-central chi-square

distribution with 2 degrees of freedom and parameter γ = P0/σ2
tag, i.e., χ′2(γ). Similarly, for

the other on-chip S1\C1, the scaled received energy Ĕ1, follows χ′2(0). Therefore, comparing

the scaled receive energy between the chips C1 and S1\C1, i.e., E1 and Ĕ1, the detection error

probability is

P(0)
tag = 1− Pr

{
Ĕ1 < E1

}
= 1−

∫ ∞

0
FĔ1

(x) fE1(x)dx, (6.9)

where FĔ1
(·) and fE1(·) are the cumulative distribution function (cdf) and the probability den-

sity function (pdf) of the distributions χ′2(0) and χ′2(P0/σ2
tag), respectively. For generality,

we define function G(a, b) as

G(a, b) , 1− Pr {EA < EB} =
∫ ∞

0

1
2

Q1(
√

a,
√

x) exp (−(x + b)/2) I0

(√
bx
)

dx,

(6.10)

where EA and EB follows non-central chi-square distribution with 2 degrees of freedom and

parameters a and b, respectively, and QM(·, ·) and Iα(·) denotes the Marcum Q-function and
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the modified Bessel function of the first kind, respectively [132]. Thus, the BER in (6.9) is

represented as

P(0)
tag = G(0,P0/σ2

tag). (6.11)

6.3.2.2 BER Given Single-Chip Overlapping Scenario

There are four transmission cases each with the same probability (see transmission cases in

Fig. 6.4):

Case 1: The two readers are using the overlapping chip for transmission. Tag 1’s received

signal in the transmitted on-chip C1 consists of four signals, i.e., R1-T1, R1-T2-T1, R2-T1 and

R2-T2-T1, thus, the received signal power in the chip C1 is

P1 , P (1)
rx (C1 = C2 = S1 ∩ S2) = η(1− ρ)P | f11 + f12

√
ρg21q2 + f21 + f22

√
ρg21q2|2 ,

(6.12)

while the received signal power in the chip S1\C1 is P̆ (1)
rx (C1 = C2 = S1 ∩ S2) = 0. Based

on (6.10), considering the randomness of both the channel coefficients3 and Tag 2’s modulated

signal, the BER is

P(1)
tag (C1 = C2 = S1 ∩ S2) = E f11, f12, f21, f22,g21,q2

[
G(0,P1/σ2

tag)
]

. (6.13)

Case 2: Reader 1 is using the non-overlapping chip, while Reader 2 is using the overlap-

ping chip for transmission. The received signal in the chip C1 is signal R1-T1, since both

Reader 2 and Tag 2 are not active in the chip, thus, the received signal power in the chip C1

is the same with (6.8), i.e., P (1)
rx (C1 6= C2 = S1 ∩ S2) = P0. While the received signal in

S1\C1 consists of signals R2-T1 and R2-T2-T1, and

P2 , P̆ (1)
rx (C1 6= C2 = S1 ∩ S2) = η(1− ρ)P | f21 + f22

√
ρg21q2|2 . (6.14)

Thus, the BER is

P(1)
tag (C1 6= C2 = S1 ∩ S2) = E f21, f22,g21,q2

[
G(P2/σ2

tag,P0/σ2
tag)
]

. (6.15)

Case 3: Reader 1 is using the overlapping chip, while Reader-2 is using non-overlapping

chip for transmission. The received signal in the chip C1 consists of two signals, R1-T1 and

3Note that we have included all channel coefficients as the potential random variables over which the expecta-
tion is taken. In Rayleigh fading channel, all channel coefficients are random variables, while in the static channel
they are constants. For ease of presentation, we continue to use such notations in the rest of the chapter.
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R1-T2-T1, thus, the received signal power in the chip is

P3 , P (1)
rx (C2 6= C1 = S1 ∩ S2) = η(1− ρ)P | f11 + f12

√
ρg21q2|2 , (6.16)

and the received signal power in the chip S1\C1 is P̆ (1)
rx (C2 6= C1 = S1 ∩ S2) = 0. Thus, the BER is

P(1)
tag (C2 6= C1 = S1 ∩ S2) = E f11, f12,g21,q2

[
G(0,P3/σ2

tag)
]

. (6.17)

Case 4: Reader 1 and Reader 2 are using non-overlapping chips for transmission. The

received signal power in the chips C1 and S1\C1 are P0 and 0, respectively, and thus,

P(1)
tag (C1 6= S1 ∩ S2, C2 6= S1 ∩ S2) = G(0,P0/σ2

tag). (6.18)

6.3.2.3 BER Given Dual-Chip Overlapping Scenario

There are two transmission cases each with the same probability (see transmission cases in

Fig. 6.4):

Case 1: The two readers are using the same chip for transmission. We see that the received

signal power in the chips C1 and S1\C1 are P1 and 0, respectively, and thus,

P(2)
tag (C1 = C2) = E f11, f12, f21, f22,g21,q2

[
G(0,P1/σ2

tag)
]

. (6.19)

Case 2: The two readers are using different chips for transmission. The received signal in

the chip C1 consists of signals R1-T1 and R1-T2-T1, thus, the received signal power in the

non-overlapping chip is the same with (6.16), i.e., P (2)
rx (C1 6= C2) = P3. While the received

signal in S1\C1 consists of signals R2-T1 and R2-T2-T1 which is the same with (6.14), i.e.,

P̆ (2)
rx (C1 6= C2) = P2. Thus, the BER is

P(2)
tag (C1 6= C2) = E f11, f12, f21, f22,g21,q2

[
G(P2/σ2

tag,P3/σ2
tag)
]

. (6.20)

6.3.2.4 Main Results and Discussions

Based on the analysis above and (6.6), the expected BER for the forward WIT is

Ptag = E f11, f12, f21, f22,g21,q2

{(
p0 +

1
4

p1

)
G(0,P0/σ2

tag)

+ p1

(
1
4

G(0,P1/σ2
tag) +

1
4

G(P2/σ2
tag,P0/σ2

tag) +
1
4

G(0,P3/σ2
tag)

)

+p2

(
1
2

G(0,P1/σ2
tag) +

1
2

G(P2/σ2
tag,P3/σ2

tag)

)}
.

(6.21)
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For tractability, we consider the high SNR regime which means P/σ2
tag >> 0, and ignore the

noise effect on information detection, and thus, G(a, b) ≈ 1 {a > b} .

From (6.21), we further obtain

Ptag =
N − 2

N(N − 1)
Pr {P2 > P0}+

1
N(N − 1)

Pr {P2 > P3}

=
N − 2

N(N − 1)
Pr
{
| f21 + f22

√
ρg21q2|2 > | f11|2

}

+
1

N(N − 1)
Pr
{
| f21 + f22

√
ρg21q2|2 > | f11 + f12

√
ρg21q2|2

}
.

(6.22)

Thus, as the sequence length N → ∞,

Ptag ≈
1
N

Pr
{
| f21 + f22

√
ρg21q2|2 > | f11|2

}
. (6.23)

Therefore, increasing the sequence length N reduces the BER for the forward WIT.

Since q2 takes value with the same probability from {ej0, ejπ}, we have the following

result:

Proposition 15. For the static channel, the expected BER for the forward WIT is

Ptag =
N − 2

2N(N − 1)
(
1
{
| f21 + f22

√
ρg21|2 > | f11|2

}
+ 1

{
| f21 − f22

√
ρg21|2 > | f11|2

})

+
1

2N(N − 1)
(
1
{
| f21 + f22

√
ρg21|2 > | f11 + f12

√
ρg21|2

}

+1
{
| f21 − f22

√
ρg21|2 > | f11 − f12

√
ρg21|2

})
.

(6.24)

Although the effect of reflection coefficient ρ on the BER for the forward WIT depends

on the specific values of the channel coefficients, for the typical case that the channel between

reader-tag pair is better than the cross reader-tag channel, i.e., | f11|2 > | f21|2, ρ = 0 minimizes

Ptag to approach zero since all the indicator functions in Proposition 15 is equal to zero.

Proposition 16. For Rayleigh fading channel, the expected BER for the forward WIT is

Ptag =
1
N
− N−2

N(N−1)
1
ρ

(
d22dt

d11

)λ

exp

(
dλ

t
ρ

((
d22

d21

)λ

+

(
d22

d11

)λ
))

Γ

(
0,

dλ
t

ρ

(
d22

d21

)λ

+

(
d22

d11

)λ
)

− 1
N(N−1)




dλ
22

dλ
12 + dλ

22
+

dλ
t

ρ

1
dλ

11dλ
22
− 1

dλ
21dλ

12(
1

dλ
12
+ 1

dλ
22

)2 exp


dλ

t
ρ

1
dλ

11
+ 1

dλ
21

1
dλ

12
+ 1

dλ
22


 Γ


0,

dλ
t

ρ

1
dλ

11
+ 1

dλ
21

1
dλ

12
+ 1

dλ
22





 ,

(6.25)

where dt is the distance between Tag 1 and Tag 2, and Γ (·, ·) is the incomplete gamma function.
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Proof. See Appendix E.1.

For the typical case that d11 < d21 and d22 < d12, i.e., each reader-tag pair distance is smaller

than the cross reader-tag distance, we have 1
dλ

11dλ
22
− 1

dλ
21dλ

12
> 0 in Proposition 16, and thus, it

can be shown that Ptag monotonically increases with ρ.

Therefore, for both the static and Rayleigh fading channels, a higher reflection coefficient

leads to a higher BER for the forward WIT in the typical case, and there is a clear tradeoff

between the BER for the forward and backward transmission in terms of ρ.

6.4 Time-Hopping Full-Duplex BackCom: WPT Performance

We analyze the expected PTR and the energy-outage probability in the following subsections.

6.4.1 Expected PTR

In Section 6.3.2, we have analyzed the harvested power (energy) in the pair of on-chips. While

for the off-chips, Tag 1 can harvest energy from Reader 2’s WIT and Tag 2’s backscattering

only if C2 /∈ S1. The probability Pr {C2 /∈ S1} = p0 +
1
2 p1. Thus, Tag 1’s received signal in

the chip C2 consists of two signals when C2 /∈ S1, i.e., R2-T1 and R2-T2-T1, and the received

signal power in the chip is

Peh , ηP | f21 + f22
√

ρg21q2|2 . (6.26)

Therefore, based on the analysis in Section 6.3.2, considering Tag 1’s received signal power

in the chips C1, S1\C1 and C2, the expected PTR is

Etag =
T
N

(
2

∑
n=0

pnE
[
P (n)

rx + P̆ (n)
rx

]
+ Pr {C2 /∈ S1}E [Peh]

)

=
T
N

E f11, f12, f21, f22,g21,q2

[
N − 2

N
(P0 + Peh) +

1
N

(P1 + P2 + P3)

]
.

(6.27)

Proposition 17. For the static channel, the expected PTR is

Etag =
ηPT

N

(
N − 2

N

(
(1− ρ)| f11|2 +

1
2
(
| f21 +

√
ρ f22g21|2 + | f21 −

√
ρ f22g21|2

))

+
(1− ρ)

2N
(
| f11 + f21 +

√
ρ( f21 + f22)g21|2 + | f11 + f21 −

√
ρ( f21 + f22)g21|2

)

+
(1−ρ)

2N
(
| f21+

√
ρ f22g21|2+| f21−

√
ρ f22g21|2+| f11+

√
ρ f12g21|2+| f11−

√
ρ f12g21|2

))
.

(6.28)
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Although the effect of reflection coefficient ρ on the expected PTR for the forward WPT

depends on the specific values of the channel coefficients, for the typical case that direct

channel signal is much stronger than the backscattered signal, i.e., | f12g21|2 << | f11|2 and

| f22g21|2 << | f21|2, Etag increases inversely with ρ.

Proposition 18. For Rayleigh fading channel, the expected PTR is

Etag =
ηPT

N
(
ν1ρ2 + ν2ρ + ν3

)
, (6.29)

where

ν1 = − 2
N

(
1

dλ
12dλ

t
+

1
dλ

22dλ
t

)
, ν2 =

2
N

(
1

dλ
12dλ

t
− 1

dλ
21

)
+

1
dλ

22dλ
t
− 1

dλ
11

, ν3 =
1

dλ
11

+
1

dλ
21

.

(6.30)

Proof. See Appendix E.2.

Thus, for the typical case that d12dt >> d21 and d22dt >> d11, one can show that Etag

increases inversely with ρ.

From Propositions 17 and 18, as the sequence length N → ∞, the asymptotic expected

PTR for the static channel and Rayleigh fading channel are given by

Etag ≈
ηPT

N

(
(1− ρ)| f11|2 +

1
2
(
| f21 +

√
ρ f22g21|2 + | f21 −

√
ρ f22g21|2

))
,

Etag ≈
ηPT

N

(
(1− ρ)

1
dλ

11
+

1
dλ

21
+ ρ

1
dλ

22dλ
t

)
,

(6.31)

respectively.

Therefore, for the FCP scheme, the expected PTR decreases with the sequence length N
and approaches zero, while for the FCE scheme, the expected PTR converges to a constant

with the increasing of sequence length.
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6.4.2 Energy-Outage Probability

Based on the analysis in Section 6.3.2 and Section 6.4.1, the energy-outage probability at

Tag 1 is

Pout = p0 Pr
{

T
N

(P0 + Peh) < E0

}
+

p1

4

(
Pr
{

T
N
P1 < E0

}

+Pr
{

T
N

(P0 + P2) < E0

}
+ Pr

{
T
N

(P3 + Peh) < E0

}
+ Pr

{
T
N

(P0 + Peh) < E0

})

+
p2

2

(
Pr
{

T
N
P1 < E0

}
+ Pr

{
T
N

(P3 + P2) < E0

})
.

(6.32)

For the static channel, the energy-outage probability can be easily derived using (6.32) and

is omitted here for brevity. The result for Rayleigh fading channel is presented in the following

proposition.

Proposition 19. For Rayleigh fading channel, the energy-outage probability is

Pout =
(N − 2)2

N(N − 1)
M

(
(1− ρ)

1
dλ

11
, 0,

1
dλ

21
, ρ

1
dλ

22

1
dλ

t

)
+

N−2
N(N−1)

×
(

M

(
(1−ρ)

1
dλ

11
, 0, (1−ρ)

1
dλ

21
, (1−ρ)ρ

1
dλ

22

1
dλ

t

)
+M

(
(1−ρ)

1
dλ

11
, (1−ρ)ρ

1
dλ

12

1
dλ

t
,

1
dλ

21
, ρ

1
dλ

22

1
dλ

t

))

+
1

N(N − 1)
M

(
(1− ρ)

1
dλ

11
, (1− ρ)ρ

1
dλ

12

1
dλ

t
, (1− ρ)

1
dλ

21
, (1− ρ)ρ

1
dλ

22

1
dλ

t

)

+
1
N

M̃

(
(1− ρ)

(
1

dλ
11

+
1

dλ
21

)
, (1− ρ)ρ

(
1

dλ
12

1
dλ

t
+

1
dλ

22

1
dλ

t

))
,

(6.33)

where

M(a, b, c, d),1−
∫ ∞

0

(a+bx) exp
(
− Ξ

(a+bx)−x
)
−(c+dx) exp

(
− Ξ

(c+dx)−x
)

a− c + (b− d)x
dx, Ξ =

NE0

ηPT
(6.34)

and

M̃ (a, b) , 1−
∫ ∞

0
exp

(
− Ξ

a + bx
− x
)

dx. (6.35)

Proof. See Appendix E.3.

For the typical case that d12dt >> d11 and d22dt >> d21, i.e., each of the terms M(·)
in (19) is approximated by M

(
(1− ρ) 1

dλ
11

, 0, 1
dλ

21
, 0
)

and the term M̃(·) is approximated by
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M̃
(
(1− ρ)

(
1

dλ
11
+ 1

dλ
21

)
, 0
)

. Since both functions M(·, ·, ·, ·) and M̃(·, ·) decrease with each

of the parameters, Pout increases with ρ.

Based on (6.32), as the sequence length N → ∞, the asymptotic Pout is given by

Pout ≈ p0 Pr
{

T
N

(P0 + Peh) < E0

}
≈ Pr

{
(1−ρ)| f11|2+| f21+

√
ρ f22g21q2|2 < Ξ

}
.

(6.36)

For the FCP scheme, as the sequence length N → ∞, Ξ→ ∞ makes Pout → 1. While for the

FCE scheme, the asymptotic energy-outage probability for Rayleigh fading channel is given

by

Pout = M

(
(1− ρ)

1
dλ

11
, 0,

1
dλ

21
, ρ

1
dλ

22

1
dλ

t

)
. (6.37)

6.5 Performance of Time-Hopping Full-Duplex BackCom with

Asynchronous Transmissions

Considering the fact that the chip-synchronism is difficult to achieve in practical situations,

in this section, we study BackCom with chip asynchronous transmissions.4 Without loss of

generality, it assumes that τ is the delay shift between Links 1 and 2, which is positive and

given by

τ = β
T
N

, β ∈ [0, 1), (6.38)

where β is named as the delay offset. Hence, the delay is assumed to be within a chip duration.

Due to the lack of perfect synchronization, the pattern-overlapping scenarios are more

complex than that of the chip-synchronous case (Section 6.2.1). Considering that Link 1’s

TH-SS pattern S1 may consists of disjunct chips or consecutive chips illustrated in Figs. 6.5(a)

and 6.5(b), respectively. Note that if the pattern S1 consist of the first chip and the last chip

of a symbol, we say this pattern consists of consecutive chips. Using pd and pc to denote the

probability that Link 1’s chips is (d)isjunct or (c)onsecutive, respectively, we have

pd = 1− 2
N − 1

=
N − 3
N − 1

, pc =
2

N − 1
. (6.39)

Then all the pattern overlapping scenarios are illustrated in Fig. 6.5, and pa
n−i denotes the prob-

ability of each sub-scenarios, where a ∈ {d, c}, n = 0, 1, 2 denotes the number of Link 2’s

chips overlapped by Link 1’s chips, and i = 1, 2, 3, 4 denotes the pattern overlapping scenario

index in Fig. 6.5. Note that the chip overlapping duration is 1− β of a chip in the single-chip

4Although rake receivers have been used to combat synchronization for coherent detection based receivers, they
cannot be directly implemented to a non-coherent receiver, i.e., a tag. Thus, we consider the asynchronous issue
for the BackCom system in this section.



§6.5 Performance of Time-Hopping Full-Duplex BackCom with Asynchronous Transmissions125

Non-overlapping scenario

Single-chip overlapping scenarios

Dual-chip overlapping
scenarios

1

2

1

2

3

4

(a) Link 1 uses disjunct chips.

Non-overlapping scenario

Single-chip overlapping scenarios

Dual-chip overlapping
scenarios

1

2

1

2

3

3

(b) Link 1 uses consecutive chips.

Figure 6.5: Different pattern-overlapping scenarios in the chip-asynchonous scenario. The pairs of on-chips of
Links 1 and 2 are the rectangulars above and under the lines, respectively.

overlapping scenario 1 of Fig. 6.5(a), while it is β in the single-chip overlapping scenario 2.

Thus, pd
n−i and pc

n−i can be obtained as

pd
0 = pd (N − 4)(N − 5)

N(N − 1)
, pd

1−1 = pd
1−2 = pd 4N − 16

N(N − 1)
, pd

2−1 = pd
2−2 = pd 2

N(N − 1)
,

pd
2−3 = pd

2−4 = pd 4
N(N − 1)

, pc
0= pc (N−3)(N− 4)

N(N−1)
, pc

1−1= pc
1−2= pc

1−3= pc 2N−6
N(N−1)

,

pc
2−1= pc

2−2= pc
2−3= pc 2

N(N − 1)
.

(6.40)

6.5.1 BER at the Reader for Backward WIT

We assume that Reader 1 suffers interference when Link 1’s transmitted on-chip C1 is partially

or entirely overlapped by either one or two of Link 2’s on-chips s20 and s21. Thus, the BER

of coherent detection can be close to the maximum of 0.5 when the interference occurs (see

Section 6.3.1). Calculating the probability that Reader 1 suffers interference and following the
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similar steps for (6.2), the expected BER for the backward WIT is

Pasyn
reader = PBPSK

(
pd

0 + pc
0 +

1
2

(
pd

1−1 + pd
1−2 + pd

2−4 + pc
1−1 + pc

1−2

))

+ 0.5×
(

1
2

(
pd

1−1 + pd
1−2 + pd

2−4 + pc
1−1 + pc

1−2

)

+pd
2−1 + pd

2−2 + pd
2−3 + pc

1−3 + pc
2−1 + pc

2−2 + pc
2−3

)
.

(6.41)

Substituting (6.40) into (6.41) gives the expected BER for the backward WIT as

Pasyn
reader = PBPSK

(N − 3)(N − 2)
N(N − 1)

+
2N − 3

N(N − 1)
. (6.42)

Insights: We can make the following observations using (6.42): (i) For the high SNR

regime, the BER reduces to Pasyn
reader ≈ 2

N . Comparing with the chip-synchronous case, we

have Pasyn
reader/Preader ≈ 2, which is the BER deterioration rate due to the chip asynchronization.

(ii) For the static channel, as the sequence length N → ∞, the asymptotic BER for the FCP

scheme is given by Pasyn
reader ≈

(N−2)(N−3)
N(N−1) PBPSK, thus, comparing with the chip-synchronous

case, we have Pasyn
reader/Preader ≈ 1. While the asymptotic BER for the FCE scheme is given

by Preader ≈ 2
N , thus, Pasyn

reader/Preader ≈ 2. (iii) For Rayleigh fading channel, as the sequence

length N → ∞, the asymptotic BER for both the FCP and FCE schemes are given by Pasyn
reader ≈

(N−2)(N−3)
N(N−1) PBPSK, thus, comparing with the chip-synchronous case, Pasyn

reader/Preader ≈ 1. From

the above observations, we see that the BER deterioration rate for the backward WIT is either

1 (i.e., no deterioration) or 2, which is not too significant. In the next subsection, we show that

this is also comparable to the BER deterioration rate for the forward WIT.

6.5.2 BER at the Tag for Forward WIT

For tractability, we focus on the large sequence length scenario. Based on (6.40), as the se-

quence length N → ∞, the dominant terms corresponding to the pattern overlapping scenarios

are pd
1−1 and pd

1−2, thus, the asymptotic BER for the forward WIT is

Pasyn
tag ≈ pd

1−1E
[

P(1−1)
tag

]
+ pd

1−2E
[

P(1−2)
tag

]
≈ 4

N
E
[

P(1−1)
tag + P(1−2)

tag

]
. (6.43)

Given disjunct pair of on-chips for Link 1, for the single-chip overlapping scenario 1 (see

Fig. 6.5), we have the following transmission cases which occur with the same probability.

Case 1: The two readers are using the overlapping chip for transmission. The harvested
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energy in the chips C1, S1\C1, the off-chips and the BER for the forward WIT are

E (1−1)
rx (C1 = C2 = S1 ∩ S2) =

T
N

((1− β)P1 + βP0) , Ĕ (1−1)
rx (C1 = C2 = S1 ∩ S2) = 0,

E (1−1)
eh (C1 = C2 = S1 ∩ S2) =

T
N

βPeh, P(1−1)
tag (C1 = C2 = S1 ∩ S2) = 0.

(6.44)

Case 2: Reader 1 is using the non-overlapping chip, while Reader 2 is using the overlap-

ping chip for transmission.

E (1−1)
rx (C1 6= C2 = S1 ∩ S2) =

T
N
P0, Ĕ (1−1)

rx (C1 6= C2 = S1 ∩ S2) =
T
N
(1− β)P2,

E (1−1)
eh (C1 6= C2 = S1 ∩ S2) =

T
N

βPeh, P(1−1)
tag (C1 6=C2=S1 ∩ S2)=Pr {P0< (1−β)P2} .

(6.45)

Case 3: Reader 1 is using the overlapping chip, while Reader 2 is using the non-overlapping

chip for transmission.

E (1−1)
rx (C2 6= C1 = S1 ∩ S2) =

T
N

(βP0 + (1− β)P3) , Ĕ (1−1)
rx (C2 6= C1 = S1 ∩ S2) = 0,

E (1−1)
eh (C2 6= C1 = S1 ∩ S2) =

T
N
Peh, P(1−1)

tag (C2 6= C1 = S1 ∩ S2) = 0.
(6.46)

Case 4: Reader 1 and Reader 2 are using non-overlapping chips for transmission.

E (1−1)
rx (C1 6= S1 ∩ S2, C2 6= S1 ∩ S2) =

T
N
P0, Ĕ (1−1)

rx (C1 6= S1 ∩ S2, C2 6= S1 ∩ S2) = 0,

E (1−1)
eh (C1 6= S1 ∩ S2, C2 6= S1 ∩ S2) =

T
N
Peh, P(1−1)

tag (C1 6= S1 ∩ S2, C2 6= S1 ∩ S2) = 0.
(6.47)

Since the only difference between the single-chip overlapping scenarios 1 and 2 is the delay

offset, which means by replacing β with 1− β in the above analysis, the relevant results for

the single-chip overlapping scenario 2 can be obtained. Thus, based on (6.43), as the sequence

length N → ∞, the asymptotic BER for the forward WIT is

Pasyn
tag =

1
N

(Pr {P0 < (1− β)P2}+ Pr {P0 < βP2}) . (6.48)

For the static channel, without loss of generality, assuming that β ∈ (0, 1/2), if the random

variable P0/P2 ∈ [0, β) with probability 1, Pasyn
tag = 2

N > Ptag = 1
N , whereas if the random

variable P0/P2 ∈ (1− β, 1) with probability 1, Pasyn
tag = o( 1

N ) < Ptag = 1
N . Thus, for some

cases, the chip asynchronization deteriorates BER, but not for other cases.
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For Rayleigh fading channel, based on (6.48), we further have

Pasyn
tag =

1
N


2−

∫ ∞

0


 e−x

1 + βdλ
11

(
1

dλ
21
+ ρx

dλ
21dλ

t

) +
e−x

1 + (1− β)dλ
11

(
1

dλ
21
+ ρx

dλ
21dλ

t

)


dx


 ,

(6.49)

and Pasyn
tag
∣∣

β=0 = Pasyn
tag
∣∣

β=1,
dPasyn

tag
dβ

∣∣∣
β=0

> 0,
dPasyn

tag
dβ

∣∣∣
β=1

< 0,
dPasyn

tag
dβ

∣∣∣
β= 1

2

= 0 and
d2Pasyn

tag
d2β

< 0.

Thus, Pasyn
tag is a concave function of β, which increases first and then decreases. Therefore,

any chip asynchronization deteriorates the BER, and the worst case of BER is obtained when

β = 1
2 as

Pasyn
tag =

2
N


1−

∫ ∞

0


 e−x

1 + 1
2 dλ

11

(
1

dλ
21
+ ρx

dλ
21dλ

t

)


dx


 , (6.50)

which can be proved to be greater than 1/N but less than 2/N.

Insight: Therefore, the BER deterioration rate for the forward WIT due to the chip asyn-

chronization, Pasyn
tag /Ptag ∈ [1, 2], when the TH-SS sequence length is sufficiently large.

6.5.3 Performance of Forward WPT

6.5.3.1 Expected PTR

Based on the analysis above for the single chip overlapping scenario 1 given Link 1’s disjunct

pair of on-chips, we see that the expected PTR in this scenario is

E
[
E (1−1)

rx + Ĕ (1−1)
rx + E (1−1)

eh

]
=

T
4N

((2 + 2β) (P0 + Peh) + (1− β) (P1 + P2 + P3)) .

(6.51)

Similarly, for the single chip overlapping scenario 2, we have

E
[
E (1−2)

rx + Ĕ (1−2)
rx + E (1−2)

eh

]
=

T
4N

((2 + 2(1− β)) (P0 + Peh) + β (P1 + P2 + P3)) ,

(6.52)

and thus, the expected PTR in the single-chip overlapping scenario given given Link 1’s dis-

junct pair of on-chips, is the expectation of (6.51) and (6.52), i.e., T
4N (3 (P0 + Peh) +

1
2 (P1 + P2 + P3)

)
, which is independent of the delay offset β. Similarly, for the other pattern

overlapping scenarios, the expected PTR also do not rely on β, thus, we have

E asyn
tag = Etag =

T
N

E

[(
(N − 2)

N
P0 +

1
N

(P1 + P2 + P3) +
(N − 2)

N
Peh

)]
. (6.53)

Intuitively, the TH-SS scheme has averaged out the delay offset effect on the expected PTR.

Thus, the chip asynchronization has zero effect on expected PTR.



§6.6 Performance of Time-Hopping Full-Duplex BackCom: K-Link Case 129

6.5.3.2 Energy-Outage Probability

As the sequence length N → ∞, for the FCP scheme, it is straightforward that the asymptotic

energy-outage probability Pasyn
out → 1. While for the FCE scheme, focusing on the dominant

term, the asymptotic energy-outage probability is

Pasyn
out ≈ pd

0 Pr
{

T
N

(P0 + Peh) < E0

}
≈ Pr

{
T
N

(P0 + Peh) < E0

}
. (6.54)

Thus, Pasyn
out /Pout ≈ 1. In other words, when the sequence length is sufficiently large, the chip

asynchronization effect on the energy-outage probability is negligible.

Insight: Therefore, as the sequence length N → ∞, the chip asynchronization has negligi-

ble effect on the performance of the forward WPT.

6.6 Performance of Time-Hopping Full-Duplex BackCom: K-

Link Case

We study the K-link chip-synchronous transmissions in this section. Assuming that $n, n =

0, 1, 2, is the probability that Link 1 has n chips overlapped by the other links, i.e., n =

|S1 ∩ (S2 ∪ S3 ∪ · · · ∪ SK)|, we can obtain

$0 = pK−1
0 =

(
(N − 2)(N − 3)

N(N − 1)

)K−1

= O(1),

$1 =2

((
p0+

1
2

p1

)K−1

−pK−1
0

)
=2

((
N−2

N

)K−1

−
(
(N−2)(N−3)

N(N−1)

)K−1
)
=O( 1

N
),

$2 =1− $0 − $1 = 1 +
(
(N − 2)(N − 3)

N(N − 1)

)K−1

− 2
(

N − 2
N

)K−1

= o(
1
N
),

(6.55)

where O(·) and o(·) are the big O and little o notations, respectively.

6.6.1 BER at the Reader for Backward WIT

Since Reader 1 suffers interference only if Link 1’s transmitted on-chip C1 ∈ S2 ∪ S3, · · · ∪
SK, following the similar steps for (6.2), i.e., replacing pn with $n in (6.2), the expected BER

for the backward WIT is

Preader = PBPSK

(
N − 2

N

)K−1

+
1
2

(
1−

(
N − 2

N

)K−1
)

. (6.56)

Insight: For the high SNR regime, the BER reduces to Preader ≈ K−1
N , and thus, Preader
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increases linearly with the number of BackCom Links, K.

For the static channel, as the sequence length N → ∞, the asymptotic BER for the FCP

scheme is given by Preader ≈
(N−2

N

)K−1 PBPSK. While the asymptotic BER for the FCE scheme

is given by Preader ≈ K−1
N , which increases linearly with the number of BackCom Links, K. For

Rayleigh fading channel, as the sequence length N → ∞, the asymptotic BER for both the

FCP and FCE schemes are given by Preader ≈
(N−2

N

)K−1 PBPSK, i.e., increasing the number of

the BackCom links has negligible effect on the BER for the backward WIT.

6.6.2 BER at the Tag for Forward WIT

Based on Section 6.3.2, Tag 1 suffers interference only in the single-chip or dual-chip pattern-

overlapping scenarios. Assuming $ is the probability that only one chip of the pattern S1 is

overlapped and the overlapping is caused by just one link, we have

$ = 2
(
(K− 1)

p1

2
(p0)

K−2
)
= (K− 1)

4(N − 2)
N(N − 1)

(
(N − 2)(N − 3)

N(N − 1)

)K−2

= O( 1
N
),

(6.57)

and it is easy to see that the sum probability of all the other single-chip overlapping and dual-

chip overlapping scenarios is $1 + $2 − $, which approaches zero with a higher order of 1
N .

Therefore, in the large sequence length regime, when analyzing the BER for the forward WIT,

we only consider the pre-mentioned dominant case.

Thus, following the similar steps for (6.21), Tag 1’s expected BER is

Ptag ≈ $
1

K− 1

K

∑
k=2

1
4

Pr
{
P (1)

rx (C1 6= Ck = S1 ∩ Sk) > P0

}

=
N − 2

N(N − 1)

(
(N − 2)(N − 3)

N(N − 1)

)K−2 K

∑
k=2

Pr
{
P (1)

rx (C1 6= Ck = S1 ∩ Sk) > P0

}
,

(6.58)

where P (1)
rx (C1 6= Ck = S1 ∩ Sk) , η(1− ρ)P| fk1u + fkk

√
ρgk1qk|2 which is the combined

received signal power of the signals Rk-T1 and Rk-Tk-T1 during the chip S1\C1.

As the sequence length N → ∞, the asymptotic BER is

Ptag ≈
1
N

K

∑
k=2

Pr
{
P (1)

rx (C1 6= Ck = S1 ∩ Sk) > P0

}
. (6.59)

Insight: Therefore, the BER for the forward WIT increases with the number of BackCom

links K.
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6.6.3 Performance of Forward WPT

For simplicity, we focus on the large sequence length regime, and it is easy to see the proba-

bility that there is no overlapping between any of the K-link patterns, is

Pr
{
| ∪K

k=1 Sk| = 2K
}
=

N(N−1)
2

(N−2)(N−3)
2 · · · (N−2(K−1))(N−2(K−1)−1)

2

(N(N−1)
2 )K

=O(1). (6.60)

Thus, as the sequence length N → ∞, the asymptotic expected PTR and energy-outage

probability are give by

Etag ≈
T
N

E

[
P0 +

K

∑
k=2
Peh,k

]
, (6.61)

Pout ≈ Pr
{
| ∪K

k=1 Sk| = 2K
}

Pr

{
T
N

(
P0+

K

∑
k=2
Peh,k

)
<E0

}
(6.62)

≈ Pr

{
T
N

(
P0+

K

∑
k=2
Peh,k

)
<E0

}
, (6.63)

respectively, where Peh,k , ηP| fk1 + fkkgk1|2 is the received signal power of the signal Rk-

T1 in Tag 1’s off-chips. The expected PTR and the energy-outage probability monotonically

increases and decreases with K, respectively.

Insight: Therefore, when the sequence length is sufficiently large, increasing the number

of BackCom Links improves the performance of the forward WPT.

6.7 Numerical Results

In this section, we only investigate the Rayleigh fading channel scenario (applicable to future

IoT) and the FCP scheme for brevity. In general, we focus on the 2-link case, i.e., K = 2.

We set the path loss exponent as λ = 2.5, and the distance (in meters) between the devices

as d11 = 10, d22 = 10, dt = 20, d12 = 22, d21 = 22. For the K-link case, i.e., K > 2, we

assume that dii = d11, and di1 = d21, i = 3, 4, ..., K. Also we set the noise variance at the

reader and the tag as σ2
reader = σ2

tag = −100 dBm, and the RF energy harvesting efficiency as

η = 0.5 [56] and [91]. Unless otherwise stated, we set the reader transmit power as P = 50

mW, the sequence length as N = 1000, and the tag power consumption as E0
T = 0.01 µW.

In the following, we plot the BERs for the forward and backward WIT (i.e., Preader and

Ptag), and the energy-outage probability (i.e., Pout) for the forward WPT based on the analytical

results derived in Sections 6.3, 6.4, 6.5 and 6.6. The Monte Carlo simulation results, averaged

over 109 random channel realizations, are also presented. Specifically, the analytical results of
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Figure 6.6: The BER of the reader, Preader, versus
the reflection coefficient, ρ.
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Figure 6.7: The BER of the tag, Ptag, versus the
reflection coefficient, ρ.

BER for the forward and backward WIT in Section 6.3 are based on two modeling assumptions,

respectively, i.e., the BER at the reader is 0.5 as long as the reader suffers from interference,

and the BER at the tag does not take into account the noise effect. These modeling assumptions

are verified by the simulation results.

6.7.1 Two-Link BackCom

In Fig. 6.6, curves of the BER for the backward WIT, Preader, are plotted for different reflection

coefficient, ρ, and TH-SS sequence length, N. The analytical result is plotted using Proposi-

tion 14. We see that the analytical result is an upper bound of the simulation result, and the gap

diminishes as N increases, e.g., the gap is less than 10−4 when N = 8000. Thus, although the

inter-link interference may not be fatal, i.e., inducing a BER of 0.5 at the reader, the analytical

result is a tight upper bound especially when N is large.

In Fig. 6.7, curves of the BER for the forward WIT, Ptag, are plotted for different ρ and

N. The analytical result is plotted using Proposition 16. We see that the analytical results

perfectly match the simulation results, which verifies that the noise effect of the forward BER

is negligible under the practical settings.

In Fig. 6.8, curves of the energy-outage probability for the forward WPT, Pout, are plotted

for different ρ and N. The analytical result is plotted using Proposition 19, which perfectly

matches the simulation result. Hence, the accuracy of the analytical result is verified.

From Figs. 6.6-6.8, we see that Preader decreases while both Ptag and Pout increase with

increasing ρ. This is because a larger ρ induces a stronger backscattered signal and a weaker

received signal at the tag, which enhances the backward SNR but reduces the performance of

the forward WIT and WPT. Also we see that both Preader and Ptag decrease while Pout increases

with increasing N. This is because a larger sequence length N suppresses the interference for

both the forward and backward WIT by reducing the pattern-overlapping probability. However,
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Figure 6.8: The energy outage probability, Pout,
versus the reflection coefficient, ρ.
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Figure 6.9: The BER of the reader, Pasyn
reader, versus

the delay offset, β.

it makes the readers have a shorter time (i.e., each chip has a shorter time when N is larger)

for active transmissions, which reduces the performance of the forward WPT.

Therefore, for practical BackCom system design, the tradeoff between the backward WIT

and the forward WIT/WPT with reflection coefficient, and the tradeoff between the WIT and

the WPT with TH-SS sequence length should be carefully considered. Moreover, the reflection

coefficient and the sequence length should be optimized to satisfy the performance requirement

of a certain BackCom system.

6.7.2 Asynchronous BackCom

In Fig. 6.9, curves of the BER for the backward WIT, Pasyn
reader, are plotted for different delay

offset, β, and sequence length, N. The analytical result is plotted using (6.42). We see that the

analytical result is an upper bound of the simulation result, and the gap diminishes quickly as

N increases, e.g., the gap is about 10−3 when N = 1000, and is about 10−4 when N = 8000.

From the simulation result, we see that the BER for the backward WIT is mostly affected when

the delay offset caused by chip asynchronization is equal to a half chip duration. The influence

on the BER caused by asynchronous transmissions is negligible when N is sufficiently large,

i.e., the BER is almost the same with β = 0 and 0.5, when N = 8000. Therefore, although the

analytical result is based on the assumption that the BER is the same no matter what the delay

offset is, the result is a tight upper bound especially when N is large.

In Fig. 6.10, curves of the BER for the forward WIT, Pasyn
tag , are plotted for different β

and N. The analytical result is plotted using (6.50), which matches the simulation result.

Hence, the approximation in (6.50) is tight. It is observed that the chip asynchronization always

increases the BER, i.e., the BER is larger for any β ∈ (0, 1) compared with β = 0 or 1.

Furthermore, similar with the backward transmission, when the delay offset between the two

links is equal to a half chip duration, i.e., β = 0.5, the BER is the worst. Also it is clear that
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tag , versus the
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Figure 6.11: The BER of the reader Preader, versus
the number of the BackCom links, K.

the chip asynchronization effect on BER can be eliminated by increasing sequence length, for

example, the worst chip-asynchronous BER with N = 8000 is much smaller than the BER of

the chip-synchronous case with N = 1000.

Therefore, Figs. 6.9 and 6.10 jointly show that the chip-asynchronous effect on the forward

and backward WIT is negligible as long as the sequence length is sufficiently large.

6.7.3 K-Link BackCom

In Fig. 6.11, curves of Preader are plotted for different number of BackCom links, K, and dif-

ferent sequence length, N. The analytical result is plotted using (6.56), which is an upper

bound of the accurate result since it assumes a BER of 0.5 when the interference occurs at the

reader. We see that the analytical result is a tight upper bound of the simulation result, and

the gap diminishes with the increasing sequence length and number of BackCom links. Also

we see that Preader increases with K, which is mainly because more BackCom links make the

backward WIT more likely to suffer from interference. For a fixed N, the BER deteriorates

as the number of BackCom links becomes large, and can even become close to 0.5, when the

interference occurs.

In Fig. 6.12, curves of Ptag are plotted for different K and N. The analytical result is plotted

using (6.58), which is a lower bound since it only takes into account the dominant term for a

large N. We see that the analytical result is a tight lower bound of the simulation result. Also

we see that Ptag increases with K, since more BackCom links make the backward WIT more

likely to suffer from interference, and the interference is stronger when it occurs.

In Fig. 6.13, curves of the energy-outage probability, Pout, are plotted for different K and

N. The analytical result is plotted using (6.62), which is a lower bound since it only takes

into account the dominant term for a large N. We see that the analytical result is a tight lower

bound of the simulation result. Also we see that Pout decreases with K, since a large number of
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Figure 6.12: The BER of the tag, Ptag, versus the
number of the BackCom links, K.
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Figure 6.13: The energy outage probability, Pout,
versus the number of the BackCom links, K.

BackCom links increases the harvested energy at the tag due to the multi-reader transmissions.

Figs. 6.11-6.13 jointly show the performance tradeoff between the WIT and the WPT with

the number of BackCom links. Thus, for practical BackCom network design, this tradeoff

should be carefully considered, and the number of BackCom links should be optimized to

satisfy both the performance requirement of WIT and WPT.

6.8 Summary

In this chapter, we have proposed a full-duplex BackCom network, where a novel TH-SS

based multiple-access scheme is designed. The scheme enables simultaneous forward/back-

ward WIT and can also suppress interference from coexisting links. Moreover, the scheme not

only supports dedicated WPT for every symbol but also allows wireless energy harvesting from

interference. Several interesting design insights are obtained, such as: the performance trade-

off between the backward WIT and the forward WIT/WPT w.r.t. the reflection coefficients, the

performance tradeoff between the forward WIT and WPT w.r.t. the TH-SS sequence length

for power constrained reader, and also the performance tradeoff between the forward/backward

WIT and the forward WPT w.r.t. the number of BackCom links.
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Chapter 7

Conclusion

In this chapter, we summarize the general conclusions drawn from this thesis. We also outline

some future research directions arising from this work.

In Chapter 2, we investigated the delay issue in EH WSN for status monitoring application

scenario. Unlike most existing studies, we considered the energy costs of both sensing and

transmission. We adopted two complementary metrics, i.e., update age and update cycle, to

comprehensively study the delay performance. We showed that the consideration of sensing

energy cost leads to an important tradeoff between the two metrics: more frequent updates

result in less timely information available at the sink. Therefore, the chapter provides us a new

perspective for delay measurement, which also serves the purpose of better quantification and

better design of status monitoring network. Moreover, the complementary delay metrics can

also be applied to the ultra-low-latency applications in the future.

In Chapter 3, we proposed to use a wireless-powered friendly jammer to enable low-

complexity secure communication. We propose a WPT-then-WIT based secure communi-

cation protocol for the system. We also analytically characterized and maximized the long-

term secure-communication behavior of the proposed protocol and derived a closed-form ex-

pression for the throughput. We showed that the throughput performance differs between the

single-antenna jammer case and the multi-antenna jammer case. For example, as the source

transmit power increases, the throughput quickly reaches an upper bound with single-antenna

jammer, while the throughput grows unbounded with multi-antenna jammer. Moreover, this

chapter also brings the new idea of ‘energy trading’ in energy-constrained IoT networks. In

other words, the devices that are connected to the power grid or have high energy levels, can

use their energy to buy service from the other devices that have low energy levels, such as

cooperative jamming for secure services, or distributed computing for mobile-edge-computing

services.

In Chapter 4, we studied a point-to-point SWIPT system adopting practical M-ary modula-

tion for both the PS and the TS schemes. Unlike most existing studies, we consider a practical

non-linear RF-EH converter. We also analyzed the performance tradeoff between energy har-
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vesting and information decoding. We obtained several interesting results, such as channel

fading is beneficial for energy harvesting in both PS- and TS-based SWIPT receivers. There-

fore, this chapter opens a new research direction of the design and optimization of practical

SWIPT systems, which also requires new methodologies. For instance, the optimal constella-

tion design for SWIPT systems is very attractive but is also a difficult open problem.

In Chapter 5, we proposed a novel information receiver (i.e., the splitting receiver) inspired

by the conventional PS-based SWIPT receiver, which involves joint coherent and non-coherent

processing. We showed that the splitting receiver provides an achievable rate gain of 50% com-

pared to either the conventional receivers in the high SNR regime. For practical communica-

tion systems, we also showed that the splitting receiver achieves asymptotic SER reduction by

a factor of at least M− 1 and
√

M− 1 for M-PAM and M-QAM, respectively. Therefore, we

have unlocked the great potential of joint coherent and non-coherent processing. Moreover, the

proposed splitting receiver has a strong potential for future generation communication systems,

including both the wireless and cable communications.

Finally, in Chapter 6, we proposed the design of full-duplex BackCom networks, where

a novel multiple-access scheme based on TH-SS is designed to enable both one-way WPT

and two-way WIT in coexisting backscatter reader-tag links. We comprehensively analyzed

the performance of BackCom interference network, Also we showed some interesting design

insights, such as: the performance tradeoff between the forward WIT and WPT w.r.t. the TH-

SS sequence length, and also the performance tradeoff between the forward/backward WIT and

the forward WPT w.r.t. the number of BackCom links. Moreover, the elaborate system design

in this chapter has shed some light on multiple attractive research areas of BackCom networks,

such as low-complexity interference suppression, full-duplex reader-tag communications, joint

WPT and (opportunistic) RF energy harvesting of the passive tags.
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7.1 Future Work

The field of EH or WPT-powered energy constrained IoT network is a vastly rich research area

with tremendous potential. The following major research directions may be the focus of future

work:

Massive MIMO and mmWave based WPT: The WPT efficiency, i.e., the ratio of har-

vested energy of the receiver to the transmitted power of the transmitter, in conventional WPT

system is not good enough, and one of the main reasons is the significant propagation losses

of radio wave due to its broadcast nature. Using massive multiple-input and multiple-output

(MIMO) and millimeter wave (mmWave) technologies [133, 134, 135, 136, 137], a base sta-

tion or an access point is able to transfer power to the nearby energy-constrained IoT devices

using ultra-sharp energy beams [138, 139]. In this way, the WPT efficiency can be improved.

As the the beam width of the massive MIMO and mmWave based WPT system is very small,

effective initial beam association and beam alignment algorithms are thus desirable.

UAV-based WPT: Unmanned aerial vehicles (UAVs) have many potential applications in

wireless communication systems in the near future, due to their maneuverability and increas-

ing affordability [140, 141]. In particular, UAVs can be adopted for WPT since they can be

easily deployed to provide WPT service in areas without infrastructure (e.g., power beacons)

coverage in remote or hazardous environments. More importantly, due to the high maneu-

verability and flexible deployment of the UAVs, the wireless channel between an UAV and a

energy-constrained IoT device are dominated by line-of-sight (LoS) links, and hence, the WPT

efficiency can be improved. Since the UAVs are power-hungry devices, the optimal problems

for UAV deployment and trajectory design should be considered such that the pure energy

efficiency for WPT is within a reasonable range.

Near-field WPT: Near-field WPT has drawn significant interests recently due to its high

efficiency for delivering power to electric loads wirelessly, compared with the far-field WPT

techniques. There are two techniques to realize near-field WPT: inductive coupling (IC) for

short-range applications within centimeters, and magnetic resonant coupling (MRC) for mid-

range applications up to a couple of meters [142, 143]. Specifically, short-range WPT has

been well-studied and is in widely commercial use, such as electric toothbrushes, however,

midrange WPT is still largely under research and prototyping. For instance, optimal node

placement and beamforming design for a midrange WPT system consisting of a single PB and

multiple energy receivers, are very interesting.

BackCom MIMO: A key characteristic of BackCom is the double path-loss due to the

fact that the backscatter signal received at a Reader propagates through the close-loop channel

cascading the downlink and uplink channels. The resultant path loss is especially severe as the

propagation distances in IoT are much longer than those for RFID applications. To enhance
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link reliability, one solution is to deploy antenna arrays at Readers and Tags and apply spatial-

diversity techniques. Furthermore, multi-antennas can enhance the efficiency of wireless power

transfer by enabling transmit energy beamforming and increasing receive antenna apertures.

Backscattering introduces a special channel structure for the backward IT in a MIMO

BackCom system, called a dyadic MIMO channel, which captures the composite fading in

the forward and backward channels [144, 145]. To be specific, the CW signals sent by the

transmit antennas of the Reader propagate through the forward MIMO channel, and are first

combined at each antenna of the Tag and then backscattered, and lastly propagate through the

backward MIMO channel to arrive at the receive antennas of the Reader. The resultant dyadic

MIMO channel has a similar structure as the classic keyhole MIMO channel. The space-time

coding is a simple but suitable technique for achieving the diversity gain of such a channel.

Moreover, it is also attractive to study multi-user MIMO BackCom system.

Splitting receiver: The proposed splitting receiver in this thesis does not add much com-

plexity and cost compared with the conventional receivers, but is able to provide a 1.5 times rate

gain. Therefore, the single-antenna splitting receiver is very suitable for the energy-constraint

IoT devices to enable either a more reliable, or lower-latency communication as each device’s

data reception can be finished with a much shorter time duration. Also the multi-antenna split-

ting receiver is suitable for 5G wireless communications, such that the user data rate can be

significantly improved. Therefore, it is desirable to study the multiple splitting-receiver-based

user scheduling and resource allocation problems.
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Appendix A

This appendix contains the proofs needed in Chapter 2.

A.1 Proof of Lemma A1

We first define the block-wise harvest-then-use process, and then propose and prove Lemma A1.

Definition A1 (Block-wise harvest-then-use process). A harvest-then-use process consists of

energy harvesting blocks (EHBs) and energy consumption blocks (ECBs). It starts and keeps

on harvesting energy with EHBs. Once the available, i.e., accumulated, energy is no less than

a threshold of Q Joules, an ECB occurs, and consumes Q Joules of energy. If this condition

for ECB is not satisfied, the process goes back to harvest energy with EHBs.

During the harvest-then-use process, the harvested energy in the ith EHB is represented by

ξi, i = 1, 2, 3, ..., and the available energy after the jth ECB is represented by Ξ̃j, j = 1, 2, 3, ....

Due to the randomness of the energy arrival process, i.e., ξi is a random variable, the available

energy after each ECB, Ξ̃j, is also a random variable which only depends on ξi. Furthermore,

using the statistics of ξi, and modeling Ξ̃j, j = 1, 2, 3, ..., as a random process, an important

feature of the random process is revealed in Lemma A1.

Lemma A1. For block-wise harvest-then-use process with energy threshold Q, where the

harvested energy in each EHB, ξi, i = 1, 2, 3, ..., is independent and identically distributed,

each with pdf containing at least one positive right-continuous point, f (x), the available energy

after each ECB, Ξ̃j, j = 1, 2, 3, ...,, consists of a positive recurrent Harris chain, with unique

steady-state distribution which is given by

g (x) =
1
ρ
(1− F(x)) , (A.1)

where F(x) and ρ are respectively, the cdf and the mean of ξi.

Proof. The proof consists of two steps. In the first step, we prove that the energy state after

the jth ECB, Ξ̃j, constitutes a positive recurrent Harris chain (a collection of Markov chains
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with uncountable state space). Thus, a unique steady-state distribution of Ξ̃j exists [146]. In

the second step, we prove that (A.1) is the unique steady-state distribution.

Step 1: It is easy to see that the current state, Ξ̃j takes its value from a continuous state

space and only relies on the previous energy state Ξ̃j−1, thus Ξ̃j, j = 1, 2, 3, ..., forms a

continuous-state Markov chain. Without loss of generality, we assume that sup {ξi} = B,

thus sup
{

Ξ̃j
}
≤ B holds in this harvest-then-use process.1 It is easy to see that the state

space of Markov chain Ξ̃j, S , is a subset of [0, B), and because of the harvest-then-use proto-

col, any current state which is higher than Q, will access the interval [0, Q) in the following

steps. Thus, we only need to prove that any state s ∈ [0, min{B, Q}) can hit any arbitrary

small interval τ = (τ−, τ+) in S with non-zero probability within finite steps. Actually, in

the following, we complete the proof with the assumption that S = [0, B), which also proves

that the state space of Markov chain Ξ̃i is exactly [0, B).

In the following, using a constructive method, we show that for Markov chain Ξ̃j, given

any current state s ∈ [0, min{B, Q}), there is at least a probability, q× p, that any arbitrary

small interval τ will be accessed with j̃ steps, where p, q, j̃ are defined below which only

depend on the state s, the interval length τ and the pdf of the harvested energy in each EHB.

Since pdf function f (x) has positive right-continuous points on [0, B), there exists at least

one interval [D−, D) that satisfies [D−, D) ⊂ [0, B), D − D− = τ/2, and f (x) is positive

right-continuous on [D−, D). We assume that D− ≥ τ+, and the D− < τ+ case can be easily

generated from the the following discussions, thus is omitted due to space limitation. Now we

define p ,
∫ D

D− f (x)dx as the probability that harvested energy in one EHB lies in the interval

[D−, D). Also we define f̃ (x) = f (x) when x ∈ [D−, D), otherwise f̃ (x) = 0, and f̃i(x) is

the i-fold convolution of function f̃ (x).

Thus, it is easy to see that f̃i(x) is positive and continuous in the interval (iD−, iD), and∫ b
a f̃i(x)dx is the probability that the harvested energy by i EHBs lies in the interval [a, b),

while the energy harvested by each of the i EHBs lies in the interval [D−, D). Thus, letting

ĩ , d4(Q + τ)/τ − 1e and j̃ , b((ĩ + 1)D− τ+)/Qc, given the current energy state s, after

ĩ EHBs, the accumulated energy level lies in the intervalA , (s + ĩD−, s + ĩD) with positive

probability distribution. Also we see that interval ∆ , ( j̃Q + τ− −D−, j̃Q + τ+ −D) ⊂ A,

thus, there is at least (because we have only considered the scenario that harvested energy

by each EHB lies in [D−, D)) a probability q , inf{
∫

τ̃ f̃ ĩ(x), interval τ̃ ⊂ S , length of τ̃ =

length of ∆ = τ/2} that the accumulated energy level lies in ∆. Therefore, after the next EHB

with probability p that the harvested energy lies in [D−, D), the accumulated energy level lies

in the interval [ j̃Q + τ−, j̃Q + τ+), which means that after the current state Ξ̃j = s, with j̃
steps (each step consumes the amount of energy, Q), there is at least a probability, q × p to

1Note that although we assume B is finite, the infinite case can be easily generated from the discussions below,
thus is omitted due to space limitation.
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make the Markov chain hit the interval (τ−, τ+). Thus, Markov chain Ξ̃j is a positive recurrent

Harris chain [146].

Step 2: In the aforementioned Markov chain, we still assume that the current state Ξ̃j = s.

Thus, in the previous state, the available energy could be higher than Q, i.e., Ξ̃j−1 = s + Q,

and Ξ̃j−1 could also be smaller than Q, i.e., based on energy level Ξ̃j−1, there are i EHBs

(i = 1, 2, 3, ...) to make the energy level reach Q+ s, which makes Ξ̃j = s. Based on the above

and the Markovian property, the steady-state distribution of the process, g(x), should satisfy

the following conditions: (1)
∫ ∞

0 g(x) = 1 and (2) g(x) = g(x + Q) +
∞
∑

i=1

∫ Q+x
x gi−1(Q +

x− y) f (y)dy. where gi(x) represents the pdf of energy level after i EHBs following a ECB,

which is given by

gi(x) =





g(x), i = 0,

g ? f ? f ? ... ? f︸ ︷︷ ︸

i convolutions


(x), i > 0.

(A.2)

Because f (x) and gi(x) ≥ 0 for all x and i = 0, 1, 2, ..., by using Tonelli’s theorem for sums

and integrals [147], we exchange the summation and integral operator in Condition 2, thus we

have

g(x) = g(x + Q) +

Q+x∫

x

(
∞

∑
i=0

gi(Q + x− y)

)
f (y)dy. (A.3)

Taking (A.1) into (A.2), we have

gi(x) =
1
ρ





F ? f ? f ... ? f︸ ︷︷ ︸

i−1 convolutions


 (x)−


F ? f ? f ... ? f︸ ︷︷ ︸

i convolutions


 (x)


 , i > 0. (A.4)

Since 0 ≤ F(x) ≤ 1, f (x) ≥ 0 and
∫ ∞

0 f (x) = 1, when i→ ∞, we have [146]


F ? f ? f ... ? f︸ ︷︷ ︸

i convolutions


 (x)→ 0. (A.5)

From (A.4) and (A.5), we have

∞

∑
i=0

gi(Q + x− y) =
1
ρ
(1− F(Q + x− y)) +

1
ρ
(F(Q + x− y)− (F ? f ) (Q + x− y))

+
1
ρ
((F ? f ) (Q+x−y)−(F ? f ? f)(Q+x−y))+...=

1
ρ


1− lim

i→∞


F ? f ? f ... ? f︸ ︷︷ ︸

i convolutions


(x)


=1

ρ
.

(A.6)
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Taking (A.6) and (A.1) into the right side of (A.3), we have

g(x + Q) +

Q+x∫

x

(
∞

∑
i=0

gi(Q + x− y)

)
f (y)dy =

1
ρ
(1− F(x + Q)) +

Q+x∫

x

1
ρ

f (y)dy

=
1
ρ
(1− F(x + Q)) +

1
ρ
(F(Q + x)− (F(x)) =

1
ρ
(1− F(x)) .

(A.7)

Thus, g(x) in (A.2) satisfies Condition 2. Because of
∫ ∞

0 (1− F(x)) = E [ξi] [146], Condi-

tion 1 is also satisfied, yielding the desired result.

A.2 Proof of Lemma 1

For general random energy arrival processes, the proof is based on Lemma A1 given in Ap-

pendix A.1. First, we find an arbitrarily small Q which is a constant such that ESB and ETB are

integer multiples of it. Then, from an energy perspective, we equivalently treat the proposed

communication protocol with energy harvesting, sensing and transmission as a simple harvest-

then-use process with EHBs and ECBs (each consumes energy, Q) as discussed in Lemma

A1. Thus, the energy level after a TB, can be treated equivalently as that after a corresponding

ECB. Therefore, the steady-state distribution of energy level after each TB is the same as that

after each ECB, which is given in Lemma A1, completing the proof.

A.3 Event and Random Variable Definitions

To assist the proofs of the main results, we use UC to denote the sequence of time blocks from

an arbitrary STB to the next STB. Also we define two events (according to [146]) and several

discrete random variables (r.v.s) for convenience:

1) Event Λsuc: Given a SB, its generated information is successfully transmitted to the sink,

i.e., STB occurs during the W blocks after the SB.

2) Event Λfail: Given a SB, its generated information is not successfully transmitted to the

sink, i.e., STB does not occur during the W blocks after the SB.

3) r.v. N, 1 ≤ N ≤ W: Given a SB, it is followed by N TBs before the next SB. I.e., if Λsuc

occurs, the N TBs include N − 1 FTBs and one STB. While if Λfail occurs, all the N TBs

are FTBs.

4) r.v. L, 1 ≤ L ≤ W: After a SB, the Lth block is the last TB before the next SB. I.e., if

Λsuc occurs, the Lth block is a STB, thus L is the update age. While if Λfail occurs, the Lth

block is the last FTB during the time window for retransmissions, W.
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5) r.v. Ṽ, Ṽ ≥ −1: Given a SB, if Λsuc occurs, Ṽ = −1, while if a Λfail occurs, Ṽ is the

number of the required EHBs after the time window for retransmissions, W, in order to

harvest the amount of energy, ETB. Note that, after a Λfail, the amount of energy ESB + ETB

is required to be reached in order to support the following SB and TB. Without loss of

generality, here we assume that the energy harvesting process first meets the energy level

ETB, and the TB consumes the energy, ETB, (V)irtually. From Lemma 1 and its proof, the

steady-state distribution of the available energy level after the Ṽ EHBs is g(ε).

6) r.v. V, V ≥ 0. Given a SB and conditioned on a Λfail occurs, V is the number of the

required EHBs after the time window for retransmissions, W, in order to harvest the amount

of energy, ETB. From the definition of V and Ṽ, it is easy to see that

Pr {V = v} = Pr
{

Ṽ = v|Λfail
}
=

Pr
{

Ṽ = v
}

Pr {Λfail}
, v = 0, 1, 2, .... (A.8)

7) r.v. E(E), E(E) ≥ 0: Given the distribution of initial energy level, g(ε), and the amount

of target energy, E , the required number of energy harvesting block is E(E).

For a deterministic energy arrival process, straightforwardly we have

Pr {E(E) = i} = 1, i = E/ρ. (A.9)

For a general random energy arrival process, from the definition of E(E), Lemma 1 and its

proof, we have

Pr {E(E) = i} = Gi−1(E)− Gi(E), i = 0, 1, 2, ... (A.10)

where

Gi(x) =





1, i = −1,
∫ x

0
gi(u)du, i ≥ 0,

(A.11)

and gi(x) is defined in (A.2).

For exponential energy arrival process, we know that the energy accumulation process dur-

ing EHBs after a TB is a Poisson process [146], thus, we have

Pr {E(E) = i} = Gi−1(E)− Gi(E) = Pois (i, E/ρ) =
(E/ρ)ie−E/ρ

i!
, i = 0, 1, 2, ...

(A.12)

8) r.v. M, M ≥ 0: Given a UC, Λfail occur M times and followed by one Λsuc in it.
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From the definitions of events, we know that Λsuc and Λfail are mutually exclusive events.

Thus, we have

Psuc , Pr {Λsuc} and Pr {Λfail} = 1− Psuc, (A.13)

where Λsuc and Λfail depend on transmit outage probability in each TB, and the available

energy after the first TB following the SB. Because we have assumed that the success of each

transmission is independent of one another, and from Lemma 1, the distribution of the available

energy after each TB is the same, each event Λsuc/Λfail is independent with each other during

the communication process. Therefore, r.v. M follows the geometric distribution

Pr {M = m} = Psuc (1− Psuc)
m , m = 0, 1, 2, .... (A.14)

A.4 Pmf of Update Age

From the definitions in Appendix A.3, the pdf of TUA can be calculated as

Pr {TUA = k} = Pr {L = k, Λsuc}
Pr {Λsuc}

, k = 1, 2, ..., W. (A.15)

Using the law of total probability and the r.v.s defined in Appendix A.3, we have

Pr {L= k, Λsuc}=
k

∑
n=1

Pr {L= k, N=n, Λsuc}=
k

∑
n=1

Pr {N=n, E((n− 1)ETB)= k−n, Λsuc}

=
k

∑
n=1

Pr {N=n, Λsuc|E((n− 1)ETB)= k− n}Pr {E((n− 1)ETB)= k−n}

=
k

∑
n=1

(1− Pout) (Pout)
n−1 Pr {E((n− 1)ETB) = k− n} .

(A.16)

Again using the law of total probability and using (A.16), (A.13) becomes

Psuc = Pr {Λsuc} =
W

∑
l=1

Pr {L = l, Λsuc} = Pr {L = 1, Λsuc}+
W

∑
l=2

Pr {L = l, Λsuc}

= 1− Pout +
W

∑
l=2

l

∑
n=2

Pr {L = l, N = n, Λsuc}

= 1− Pout +
W

∑
l=2

l

∑
n=2

Pr {E((n− 1)ETB) = l − n, N = n, Λsuc}

= 1−Pout+
W

∑
l=2

l

∑
n=2

Pr {N = n, Λsuc|E((n− 1)ETB)= l−n}Pr {E((n−1)ETB) = l−n}
(A.17)
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= 1− Pout +
W

∑
l=2

l

∑
n=2

(1− Pout) (Pout)
n−1 Pr {E((n− 1)ETB) = l − n} .

By taking (A.9), (A.10) and (A.12) into (A.16) and (A.17), and then substituting (A.16)

and (A.17) into (A.15), the pmfs of TUA for deterministic, general random and exponential

energy arrival process are given in Theorems 1, 2 and 3, respectively.

A.5 Pmf of Update Cycle

First, assuming that Λfail occurs m times during a UC, we define r.v.s E0, Vi, Ei, i = 1, 2, ..., m,

and L̃. E0 is the number of EHBs at the beginning of the UC until the first SB occurs which

follows the same pmf with r.v. E(ESB + ETB). Vi is the number of EHBs required to harvest

the amount of energy, ETB, outside the time window for retransmissions of the ith Λfail. Ei is

the number of EHBs required to harvest the amount of energy, ESB, following Vi EHBs after

the ith Λfail. L̃ is the number of blocks after a SB to the last TB before the next SB, and the TB

is a STB. From the r.v. definitions in Appendix A.3, E0, Vi and Ei follow the same distribution

with r.v.s E(ESB + ETB), V and E(ESB), respectively, and

Pr
{

L̃ = l
}
= Pr {L = l, Λsuc} , l = 1, 2, ..., W. (A.18)

From Lemma 1, E0, Vi, Ei, i = 1, 2, ..., m, and L̃ are mutually independent.

Then, the pmf of update cycle can be calculated as

Pr {TUC = k} = ∑
m

Pr {TUC = k, M = m}

= ∑
m

Pr
{

E0+E1+...+Em+Ṽ1+...+Ṽm+m× (1+W)+L̃+1 = k, Ṽ1, Ṽ2, · · · , Ṽm ≥ 0
}

=
m̂

∑
m=0

Pr
{

E0+E1+...+Em+Ṽ1+...+Ṽm+L̃ = k−m× (1+W)− 1, Ṽ1, Ṽ2, · · · , Ṽm≥0
}

,

k = 2, 3, ...,
(A.19)

where m̂ =
⌊

k−2
W+1

⌋
. For simplicity, we define the following discrete functions:

ζ(E , i) , Pr {E(E) = i} , i = 0, 1, 2, ...

ι(l) , Pr
{

L̃ = l
}
= Pr {L = l, Λsuc} , l = 1, 2, ..., W

ϑ(v) , Pr
{

Ṽ = v
}

, v = 0, 1, ....

(A.20)

where ζ(E , i) and ι(l) are obtained directly from (A.9), (A.10), (A.12) and (A.16), respectively,
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and ϑ(v) will be derived later. Therefore, pmf of TUC in (A.19) can be calculated as

Pr {TUC = k} =
m̂

∑
m=0


ζ(ESB + ETB) ∗ζ(ESB) ∗ · · · ∗ ζ(ESB)︸ ︷︷ ︸

m convolutions

∗ϑ ∗ · · · ∗ ϑ︸ ︷︷ ︸
m convolutions

∗ι

×

(k−m(1 + W)− 1).
(A.21)

Now we derive the expression for ϑ(i). From the definitions of r.v.s in Appendix A.3, we

have

ϑ(v) = Pr
{

Ṽ = v
}
= Pr

{
Λfail, Ṽ = v

}
=

W

∑
n=1

Pr
{

Λfail, Ṽ = v, N = n
}

= Pr
{

Λfail, Ṽ = v, N = 1
}
+

W

∑
n=2

Pr
{

Λfail, Ṽ = v, N = n
}

= Pr
{

Λfail, Ṽ = v, N = 1
}
+

W

∑
l=2

l

∑
n=2

Pr
{

Λfail, Ṽ = v, N = n, L = l
}

= Pr {Λfail, N = 1, E(ETB) = W + v− 1}

+
W

∑
l=2

l

∑
n=2

Pr {Λfail, N = n, E((n− 1)ETB) = l − n, E(ETB) = W + v− l}

= Pr {Λfail, N = 1|E(ETB) = W + v− 1}Pr {E(ETB) = W + v− 1}

+
W

∑
l=2

l

∑
n=2

Pr {Λfail, N = n|E((n− 1)ETB) = l − n, E(ETB) = W + v− l}×

Pr {E((n− 1)ETB) = l − n, E(ETB) = W + v− l}
= PoutPr {E(ETB) = W + v− 1}

+
W

∑
l=2

l

∑
n=2

(Pout)
n Pr {E((n− 1)ETB) = l − n}Pr {E(ETB) = W + v− l} .

(A.22)

By taking functions (A.22), ζ(E , i) and ι(l) in (A.20), into (A.21), and letting (A.9) and

(A.10) substitute Pr {E(E) = i}, the pmf of TUC for deterministic and general random energy

arrival process can be calculated, respectively, as given in Theorems 4 and 5. While for the

exponential energy arrival process, by using the sum property of Poisson distribution, we have

Pr {E(E1)1 + E(E2)2 = i} = Pr {E(E1 + E2) = i} , (A.23)

where E(E1)1 and E(E2)2 are two independent random variables which have the same distri-

bution with E(E1) and E(E2) defined in Appendix A.3, respectively. Therefore, letting (A.12)



§A.6 Average Update Cycle 149

substitute Pr {E(E) = i}, the pmf of TUC for exponential energy arrival process can be further

simplified as given in Theorem 6.

A.6 Average Update Cycle

Based on Appendix A.5, average update cycle can be calculated as

T̄UC = E [E [TUC|M]] =
∞

∑
m=0

Pr {M = m}E [TUC|M = m]

=
∞

∑
m=0

Pr {M = m}E [E0+E1+· · ·+Em+V1+V2+· · ·+Vm+m× (1+W)+1+TUA]

=
∞

∑
m=0

Pr {M = m} (E [E0]+E [E1]+· · ·+E [Em]+m× V̄+m× (W+1)+T̄UA+1) .

(A.24)

From Appendix A.5, we have

E [E0] =
ESB + ETB

ρ
, E [Ei] =

ESB

ρ
, i = 1, 2, ..., m. (A.25)

After taking (A.22) and (A.13) into (A.8) and some simplifications, the expectation of V can

be calculated as

V̄ =
∞

∑
v=0

v
ϑ(v)

1− Psuc

=
Pout

1− Psuc

(
ETB

ρ
−

W−2

∑
i=0

iPr {E(ETB) = i}−(W−1)

(
1−

W−2

∑
i=0

Pr {E(ETB)= i}
))

+
1

1− Psuc

W

∑
l=2

l

∑
n=2

(Pout)
n Pr {E((n− 1)ETB) = l − n}×

(
ETB

ρ
−

W−l−1

∑
i=0

iPr {E(ETB) = i} − (W − l)

(
1−

W−l−1

∑
i=0

Pr {E(ETB) = i}
))

.

(A.26)

By taking (A.25), (A.26) and (A.14) into (A.24), and further substituting Psuc and T̄UA

given in Corollaries 1, 2 and 3, average update cycle for deterministic, general random and

exponential energy arrival processes are given in Corollaries 5, 6 and 7, respectively.

A.7 Asymptotic Lower/Upper Bounds

From Corollaries 1 and 2, it is easy to see that T̄UA increases with W. While for T̄UC, the

monotonicity is not explicitly observed from Corollary 6. Due to space limitations, a sketch of



150 Appendix A

the proof is given: When W increases, more TBs are allowed, thus more STBs occur during

the communication process, which also means shorter average update cycle.

When W → ∞, the sensed information in each SB will be successfully transmitted to

the sink, i.e., Λsuc always occurs and Psuc → 1. Thus, UC contains the EHBs to harvest the

amount of energy, ESB + ETB, the SB, and the blocks in TUA. Based on this explanation, for

the average update age, we have

lim
W→∞

T̄UA=
∞

∑
n=1

Pr {N=n}E [TUA|N = n]=
∞

∑
n=1

(1−Pout) (Pout)
n−1

E [n + E((n− 1)ETB)]

=
∞

∑
n=1

(1− Pout) (Pout)
n−1

(
n + (n− 1)

ETB

ρ

)
= 1 +

(ETB

ρ
+ 1
)

Pout

1− Pout
.

(A.27)For the average update cycle, we have

lim
W→∞

T̄UC =
∞

∑
n=1

Pr {N = n}E [TUC|N = n]

=
∞

∑
n=1

(1− Pout) (Pout)
n−1

E [E(ESB + ETB) + 1 + n + E((n− 1)ETB)]

=
∞

∑
n=1

(1−Pout) (Pout)
n−1

(
n+1+

ESB + nETB

ρ

)

= 2+
(ETB

ρ
+1
)

Pout

1− Pout
+
ESB + ETB

ρ
.

(A.28)
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Appendix B

This appendix contains the proofs needed in Chapter 3.

B.1 Proof of Lemma 2

In one PT-IT cycle, once the available energy is higher than PJT, there will be Y opportunistic

PT blocks. The probability of the discrete random variable Y being k is the probability that the

successive k blocks suffer from connection outage of the S→ D link, and the (k + 1)th block

does not have the S→ D outage. Due to the i.i.d. channel gains in different blocks, Y follows

a geometric distribution and the probability mass function (pmf) is given by

P {Y = k} = pk
co (1− pco) , k = 0, 1, .... (B.1)

The mean value of Y is given by

E {Y} =
∞

∑
k=0

kP {Y = k} =
∞

∑
k=0

kpk
co (1− pco) =

pco

1− pco
. (B.2)

As we have defined ρJ as the average harvested energy by one PT block, the average

harvested energy by Y opportunistic PT blocks in one PT-IT cycle is given by

EY = E {Y} ρJ =
pco

1− pco
ρJ . (B.3)

If the average harvested energy by opportunistic PT blocks in a PT-IT cycle is higher than

the required energy, PJT, for jamming in one IT block, the communication process leads to

energy accumulation. Otherwise, we need dedicated PT blocks in some PT-IT cycles, and the

communication process is energy balanced. Thus, we have the condition in Lemma 2.
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B.2 Proof of Theorem 7

We derive information transmission probability ptx in the following two cases.

Energy Accumulation Case: In this case, there is no dedicated PT blocks. We use a

simple Markov chain with two states, IT and opportunistic PT, to model the communication

process. When the fading channel of S → D link suffers connection outage, the block is in

the opportunistic PT state, otherwise it is in the IT state. This Markov chain is ergodic since

the fading channel of S → D link is i.i.d. between blocks. The information transmission

probability is simply the probability that the S → D link does not suffer connection outage,

hence we have

ptx = 1− pco =
1

1 + pco
1−pco

. (B.4)

Energy Balanced Case: In this case, the available energy at the jammer becomes directly

relevant to whether a block is used for IT or PT. Following the recent works, such as [52], we

model the energy state at the beginning/end of each time block as a Markov chain in order to

obtain the information transmission probability. Since the energy state is continuous, we adopt

Harris chain which can be treated as a Markov chain on a general state space (continuous state

Markov chain).

It is easy to show that this Harris chain is recurrent and aperiodic, because any current

energy state can be revisited in some future block, and one cannot find any two energy states

that the transition from one to the other is periodic. Therefore, the Harris chain is ergodic

[146], and there exists a unique stationary measure (stationary distribution), which means that

the stationary distribution of available energy at the beginning/end of each block exists. Thus,

the stationary probability of a block being used for IT (ptx) or PT exists.

Instead of deriving the stationary distribution of energy states, we use time averaging which

makes use of the ergodic property, to calculate the information transmission probability ptx

which is given by

ptx = lim
Ntotal→∞

NIT

NPT +NIT
= lim
Ntotal→∞

1
1 +NPT/NIT

, (B.5)

where NIT and NPT denote the numbers of IT and PT blocks in the communication process,

respectively, and Ntotal , NPT +NIT. By using the principle of conservation of energy (i.e.,

all the harvested energy in PT blocks are used for jamming in IT blocks) and the law of large

numbers, we have

lim
Ntotal→∞

NPT ρJ

NIT PJT
= 1, (B.6)

where ρJ is the average harvested energy in one PT block defined in (3.5) andPJT is the energy

used for jamming in one IT block. By taking (B.6) into (B.5) the information transmission
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probability is given by ptx =
1

1 + PJ T
ρJ

. (B.7)

General Expression: Based on Lemma 2, (B.4) and (B.7), we can easily obtain the general

expression for ptx as
ptx =

1

1 + max
{PJ T

ρJ
, pco

1−pco

} . (B.8)

From (3.1), we have,

pco =P {log2 (1+γd)<Rt}=P
{

γd <2Rt−1
}
=Fγd

(
2Rt−1

)
. (B.9)

By taking (3.9) into (B.9), we obtain the expression of pco in (3.17).

B.3 Proof of Proposition 1

Case I: If optimal (Rt, Rs) ∈ D1, the optimization problem can be rewritten as

max
(Rt,Rs)∈D1

π =
Rs

e
(2Rt−1)

ρd

(
1 +

k2(2Rt−1)
2Rt−Rs−1

) . (B.10)

The optimal (Rt, Rs) should satisfies ∂ π
∂ ς = 0 and ∂ π

∂Rs
= 0, where ς , 2Rt .

Since ς only appears in the denominator of (B.10), by taking the partial derivative of (B.10)

about ς,

∂ π

∂ ς
= 0⇔

∂

(
e
(ς−1)

ρd

(
1 + k2(ς−1)

ς

2Rs −1

))

∂ς
= 0, (B.11)

which can be further expanded and simplified as

e
ς

ρd

(
1
ρd

(
1 +

k2 (ς− 1)
ς

2Rs − 1

)
− k2

(
1− 1

2Rs

)
( ς

2Rs − 1
)2

)
= 0. (B.12)

Because e
ς

ρd > 0, (B.12) is equivalent to

( ς

2Rs
− 1
)( ς

2Rs
−1+k22Rs

( ς

2Rs
−1
)
+k22Rs

(
1− 1

2Rs

))

− ρdk2

(
1− 1

2Rs

)
= 0.

(B.13)
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By using ξ , ς
2Rs − 1, (B.13) can be further simplified as

ξ2 +
k22Rs

(
1− 1

2Rs

)

1 + k22Rs
ξ − ρdk2

(
1− 1

2Rs

)

1 + k22Rs
= 0, (B.14)

which has a single positive root as (since ξ > 0)

ξ=
1
2


−

k2
(
2Rs−1

)

1 + k22Rs
+



(

k2
(
2Rs−1

)

1 + k22Rs

)2

+
4ρdk2

(
1− 1

2Rs

)

1 + k22Rs




1
2

. (B.15)

Also we have

∂ π

∂ Rs
=

(
1+

k2(2Rt−1)
2Rt−Rs−1

)
−Rs

(
ln 2 k2 2Rt−Rs(2Rt−1)

(2Rt−Rs−1)
2

)

e
2(2Rt−1)

ρd

(
1 +

k2(2Rt−1)
2Rt−Rs−1

)2
= 0. (B.16)

Since the denominator of the middle term of (B.16) is greater than zero, (B.16) reduces to

k2

(
2Rs +

2Rs − 1
ξ

)(
ln 2 Rs − 1 +

ln 2 Rs

ξ

)
= 1, (B.17)

where k2 is defined in (3.34).

Taking (B.15) into (B.17), optimal Rs, R?
s can be obtained easily by linear search, since

the left side of (B.17) is monotonically increasing with Rs which can be easily proved. The

optimal Rt can be calculated as

R?
t = R?

s + log2 (1 + ξ?) , (B.18)

where ξ? can be obtained by taking R?
s into (B.15).

Case II: If optimal (Rt, Rs) ∈ D̂ ∪ D2, (3.22) can be rewritten as

π =
Rs

1 + k1
2Rt−Rs−1

. (B.19)

Because π in (B.19) increases with Rt, optimal Rt and Rs should be found at the boundary of

D1 and D2, that is D̂. Letting (a) = (b), we have

1 +
k1

2Rt−Rs − 1
= e

2Rt−1
ρd +

k2 e
2Rt−1

ρd
(
2Rt − 1

)

2Rt−Rs − 1
, (B.20)
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which can be further simplified as
2Rs =

2Rt

1 + ζ
, (B.21)

where

ζ =
k1 − k2 e

2Rt−1
ρd
(
2Rt − 1

)

e
2Rt−1

ρd − 1
> 0. (B.22)

Thus, from (B.21) we have
Rs = Rt − log2 (1 + ζ) . (B.23)

By taking (B.23) into (B.19), we have

π =
Rt − log2 (1 + ζ)

1 + k1
ζ

. (B.24)

By taking the derivative of π about Rt in (B.24), optimal Rt should satisfy

(
1− 1

ln 2
ζ ′

1+ζ

) (
1 + k1

ζ

)
−(Rt−log2 (1 + ζ))

(
− k1

ζ2

)
ζ ′

(
1 + k1

ζ

)2 =0, (B.25)

where
ζ ′,

dζ

dRt
=

ln 2 e
2Rt−1

ρd

(
e

2Rt−1
ρd −1

)2

(
k2 2Rt

(
1+

1
ρd
−e

2Rt−1
ρd

)
− k1+k2

ρd

)
. (B.26)

And (B.25) can be further simplified as

ζ ′
(

1 + k1
ζ

ln 2 (1 + ζ)
− k1 (Rt − log2 (1 + ζ))

ζ2

)
= 1. (B.27)

Thus, R?
t can be calculated as the solution of (B.27), and from (B.23)

R?
s = R?

t − log2 (1 + ζ?) , (B.28)

where ζ? is calculated by taking R?
t into (B.22).

Note that, if the optimal (Rt, Rs) for problem (B.10) is obtained in region D1, they are the

optimal rate parameters for problem (3.26). This is because, firstly, the above discussion and

derivations show that the optimal rate parameters can only be obtained in region D1 and D̂.

Secondly, by using the continuity of the function of throughput (3.22), if the optimal (Rt, Rs)

for problem (B.10) are obtained in region D1, the maximal throughput in region D1 (i.e., the

maximal value of the object function of (B.10) in D1), is larger than its boundary D̂. Thus, the

optimal rate parameters are obtained and fall in region D1.
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B.4 Proof of Corollary 9

We consider the asymptotically high SNR regime, i.e., ρd → ∞ or equivalently Ps → ∞.

When ρd → ∞, we firstly assume (R?
t , R?

s ) is obtained in the region D1. The value of Rs

that satisfies (3.27) cannot go to infinity regardless of the value of ξ. Thus, we have ξ → ∞ as

ρd → ∞, and (3.27) can be rewritten as

k22Rs (ln 2Rs − 1) = 1, (B.29)

where k2 is defined in (3.34). From (B.29) optimal Rs for the case ρd → ∞ can be calculated

as

R?
s =

1 + W0

(
1

k22
1

ln 2

)

ln 2
=

1 + W0

(
1

ek2

)

ln 2
. (B.30)

From (3.29), we know that ξ = O
(

ρ
1
2
d

)
= O

(
P

1
2

s

)
, and because ξ = 2Rt

2Rs − 1, we have

2Rt = O
(
P

1
2

s

)
. It can be easily verified that the assumption that optimal (Rt, Rs) ∈ D1 is

correct. From Proposition 1 and (3.22), optimal (Rt, Rs) and π are obtained.

B.5 Proof of Proposition 2

Because (a) in (3.22) decreases with Rt, while (b) increases with Rt, optimal Rt can be ob-
tained when the two parts become equal with each other, i.e., optimal (Rt, Rs) ∈ D̂. Thus,
optimization problem (3.26) can be rewritten as

max
Rt ,Rs

Rs

1 + max





dm
SJ

NJ η

dm
JE

dm
SE

(NJ−1)

(
ε
− 1

NJ−1−1

)

2Rt−Rs−1
, e

2Rt−1
ρd − 1





s.t.
dm

SJ

NJη

dm
JE

dm
SE

(
NJ−1

) (
ε
− 1

NJ−1−1
)

2Rt−Rs − 1
= e

2Rt−1
ρd − 1,Rt≥Rs≥0.

(B.31)

By solving the equality constraint, we have

2Rs =
2Rt

1 + M

e
2Rt−1

ρd −1

, (B.32)

where M is defined in (3.39). Certainly, Rt ≥ Rs is satisfied in (B.32). By taking (B.32) into



§B.6 Proof of Corollaries 10 and 11 157

(B.31), the optimization problem can be rewritten as

max
Rt≥0

log2


 2Rt

1+ M

e
2Rt−1

ρd −1




e
2Rt−1

ρd

.
(B.33)

Now we use z to denote 2Rt , thus Rt = log2 z. By taking the derivative of objective

function about z in (B.33), and then setting it equal to 0, optimal z, z?, can be calculated as the

solution of (3.38) which is monotone decreasing function with z on the left side.

B.6 Proof of Corollaries 10 and 11

When ρd → ∞, (3.38) approximates as 2 ρd
z − ln z = 0. Thus, we have z? = 2ρd

W0(2ρd)
. From

(3.22) and Proposition 2, the Corollary 10 can be easily obtained. When NJ → ∞, from

(3.39), we have M =
dm

SJ
NJ η

dm
JE

dm
SE
(NJ − 1)

(
ε
− 1

NJ−1 − 1
)
→ 0. Therefore, (3.38) approximates to

ρd
z − ln z = 0. Thus, we have the expression of optimal z in NJ → ∞ regime as z? = eW0(ρd).

From (3.22) and Proposition 2, Corollary 11 can be easily obtained.
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Appendix C

This appendix contains the proofs needed in Chapter 4.

C.1 Proof of Proposition 3

Given channel fading power gain v, average power for PT Ptx,1, time for PT τ, we assume that

an energy signal is an N-level power signal, with power levels in ascending sort as, P̃i, i =

1, 2, ..., N. P̃i holds for qi percentage of the time duration, τ, and we have ∑N
i=1 qi P̃i = Ptx,1.

Assuming that P̃n−1 ≤ Pth and P̃n > Pth, we propose the following optimization problem

to find the optimal energy signal which maximizes the harvested energy during τ as:

PA : Maximize
Plow,Phigh,qlow,qhigh

qhigh
(

Phigh −Pth
)

Subject to qlowPlow + qhighPhigh = Ptx,1,

0 ≤ Plow ≤ Pth ≤ Phigh ≤ Ppeak,

qlow + qhigh = 1, qlow, qhigh ≥ 0,

(C.1)

where qlow = ∑n−1
i=1 qi, qhigh = ∑N

i=n qi, Plow = ∑n−1
i=1 qi P̃i/qlow and Phigh = ∑N

i=n qi P̃i/qhigh.

Because the target function of PA is a monotonically increasing function w.r.t. both qhigh

and Phigh, we let qlowPlow = 0 in the first constraint of PA, i.e., qhighPhigh = Ptx,1. Then,

PA can be easily solved as P?
high = Ppeak, q?high = Ptx,1/Ppeak, P?

low = 0, and q?low =

1−Ptx,1/Ppeak. Therefore, an optimized energy signal is proposed in Proposition 3.

C.2 Proof of Proposition 4

In order to solve P2, we first relax the peak power constraint for Ptx,2, i.e., replace ϕiPtx,2 ≤
Ppeak with Ptx,2 ≤ Ppeak.

From (4.17), 1− SER(v) is a monotonically increasing function w.r.t. Ptx,2. Thus, from

(4.26), the target function of P2, SSR, is a monotonically increasing and decreasing function
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w.r.t. Ptx,2 and ρTS, respectively. Therefore, the first and the second constraints of P2 are active

constraints, i.e., the equalities hold, which are given by (after simplification)

ρTSPtx,1 =
P̄0dλ

ηΨ
, (C.2)

(1− ρTS) =
1
Ptx,2

(
Pave −

P̄0dλ

ηΨ

)
, (C.3)

respectively. Taking (C.3) into (4.26), we have

SSR =
∫ ∞

0

1
Ptx,2

(1− SER(v)) fν(v)dv. (C.4)

Given v, taking (4.17) into (C.4) and using the property that Q′(x) = − 1√
2π

exp
(
−x2/2

)
,

we verify that 1
Ptx,2

(1− SER(v)) is a monotonically decreasing function w.r.t. Ptx,2. Thus,

SSR in (C.4) monotonically decreases with Ptx,2. From (C.3), in order to minimize Ptx,2, we

need to find the minimum ρTS, which can be obtained by letting Ptx,1 = Ppeak in (C.2). Thus,

the optimal ρTS can be derived, and then the optimal Ptx,2 is obtained from (C.3), which are

shown in Proposition 4.

From the above solution, we obtain the optimalPtx,2 which is no larger thanPave. Based on

our explanation for peak power constraint in Sec. 4.1.2, the optimalPtx,2 satisfies the constraint

ϕiPtx,2 ≤ Ppeak naturely. Thus, the calculated optimalPtx,2 is exactly the global optimalPtx,2.
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Appendix D

This appendix contains the proofs needed in Chapter 5.

D.1 Proof of Lemma 3

We assume that ~ρ ∈ [0, 1] K\{~0,~1}. Thus, based on (5.6), Θ1 > 0 and Θ2 > 0.

D.1.1 Proof of (5.16a)

Based on the property of mutual information invariance under scaling of random variables [148],

a scaled received signal expression based on (5.7) is given by

Ỹ1 =
√

Θ1X̃ +
Z̃√
P

,

Y2 =
√

Θ2k
√
P|X̃|2 + k

N√
P

,
(D.1)

where k , σcov√
2σrec

. Thus, it is easy to verify that the real and imaginary parts of Z̃√
P and k N√

P
are independent with each other and follow the same distribution N (0, σ2

cov
2P ).

We define two random variables as

X̃1 ,
√

Θ1X̃, and X2 ,
√

Θ2k
√
P|X̃|2. (D.2)

Because of the Markov chain
√
P X̃ → (X̃1, X2) → (Ỹ1, Y2) and the smooth and uniquely

invertible map from
√
P X̃ to (X̃1, X2), we have

I(
√
PX; Ỹ1, Y2) = I(X̃1, X2; Ỹ1, Y2). (D.3)

Before the analysis of I(X̃1, X2; Ỹ1, Y2), we first define a new coordinate system named as

paraboloid-normal (PN) coordinate system which is based on a paraboloid U . The paraboloid
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U is defined by the equation

cP = k
√
P
√

Θ2

Θ1
(c2

I + c2
Q), (D.4)

where cI , cQ and cP are the three axes of Cartesian coordinate system of the I-Q-P space. By

changing coordinate system, the point (c1, c2, c3) is represented as (ã, l) in the PN coordinate

system, where ã is the nearest point on the paraboloid U to the point (c1, c2, c3), and |l| is

the distance. In other words, the point (c1, c2, c3) is on the normal line at the point ã on

the paraboloid. Specifically, the sign of l is positive when the point (c1, c2, c3) is above the

parabolic, otherwise, it is negative.

Based on the property of mutual information invariance under a change of coordinates [148],

representing Cartesian coordinate based random variables (X̃1, X2) and (Ỹ1, Y2) under the PN

coordinate system as (ÃX, LX) and (ÃX + ÃZ̃,N , LZ̃,N), respectively, gives

I(X̃1, X2; Ỹ1, Y2) = I(ÃX, LX; ÃX + ÃZ̃,N , LZ̃,N), (D.5)

where the noise-related random variables ÃZ̃,N and LZ̃,N , which are generated by Z̃ and N,

are correlated with the random variable ÃX. Since X2 = k
√
P
√

Θ2
Θ1
|X̃1|2, (X̃1, X2) lies on the

paraboloid U , i.e., LX is a constant which is equal to zero, ÃX can be represented by (X̃1, X2)

for brevity. Thus, we have

I(X̃1, X2; Ỹ1, Y2) = I(ÃX; ÃX + ÃZ̃,N , LZ̃,N)

= h(ÃX + ÃZ̃,N , LZ̃,N)− h(ÃX + ÃZ̃,N , LZ̃,N |ÃX)

= h(ÃX + ÃZ̃,N) + h(LZ̃,N |ÃX + ÃZ̃,N)

−
(
h(ÃX + ÃZ̃,N |ÃX) + h(LZ̃,N |ÃX, ÃX + ÃZ̃,N)

)
.

(D.6)

Since the expectations E
[
Z̃
]
= (0, 0) and E [N] = 0, and the variances Var( Z̃√

P ) → 0

and Var(k N√
P ) → 0 as P → ∞, it is easy to see that the noise variable ÃZ̃,N converges in

probability towards (0, 0). Thus, ÃX + ÃZ̃,N converges in probability towards ÃX.

Furthermore, since convergence in probability implies convergence in distribution and the

entropy function h(·) is continuous and defined based on the probability distribution of the

input random variable [128], we have h(ÃX + ÃZ̃,N) → h(ÃX) as P → ∞. Similarly, we

have the convergence of the random variable, i.e.,
(

LZ̃,N , ÃX + ÃZ̃,N
)
→
(

LZ̃,N , ÃX
)
, hence

the convergence of entropy, i.e., h(LZ̃,N , ÃX + ÃZ̃,N)→ h(LZ̃,N , ÃX).

Therefore, the conditional entropy h(LZ̃,N |ÃX + ÃZ̃,N) , h(LZ̃,N , ÃX + ÃZ̃,N)− h(ÃX +

ÃZ̃,N) converges to h(LZ̃,N |ÃX) , h(LZ̃,N , ÃX) − h(ÃX), i.e., h(LZ̃,N |ÃX + ÃZ̃,N) →
h(LZ̃,N |ÃX). Similarly, we have h(LZ̃,N |ÃX, ÃX + ÃZ̃,N) → h(LZ̃,N |ÃX, ÃX). Together
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with the fact that h(LZ̃,N |ÃX) = h(LZ̃,N |ÃX, ÃX) [128], we have h(LZ̃,N |ÃX + ÃZ̃,N) −
h(LZ̃,N |ÃX, ÃX + ÃZ̃,N) → 0 as P → ∞. Thus, the mutual information in (D.6) can

asymptotically be rewritten as

I(X̃1, X2; Ỹ1, Y2) = h(ÃX)− h(ÃX + ÃZ̃,N |ÃX). (D.7)

Then we calculate h(ÃX) and h(ÃX + ÃZ̃,N |ÃX) as follows.

D.1.1.1 h(ÃX)

Due to the fact that the probability contained in a differential area should not alter under a

change of variables, we have

| fX̃(x̃)dS| = | f ÃX
(ã)dΣ|, (D.8)

where dS = dudv, u = Real{x̃}, v = Imag{x̃}, ã is the PN coordinate system representa-

tion of the point (x̃1, x2), dΣ is the differential area on the paraboloid U , f ÃX
(ã) and fX̃(x̃)

are the pdfs of ÃX and X̃, respectively, and

fX̃(x̃) =
1
π

exp
(
−|x̃|2

)
. (D.9)

Assuming that r = (Real{x̃1}, Imag{x̃1}, x2), which is a point on the paraboloid U , and

thus, based on (D.2), we have

∂r
∂u

= (
√

Θ1, 0, 2k
√
P
√

Θ2u),
∂r
∂v

= (0,
√

Θ1, 2k
√
P
√

Θ2v),

dΣ =

∣∣∣∣
∂r
∂u
× ∂r

∂v

∣∣∣∣dudv = Θ1

√
4

k2PΘ2

Θ2
1
|x̃1|2 + 1 dudv,

(D.10)

where × is the cross product operator. Taking (D.10), (D.9) and x̃ = x̃1√
Θ1

into (D.8), after

simplification, we have

f ÃX
(ã) = f ÃX

(x̃1, x2) =
1

πΘ1

√
4 k2PΘ2

Θ2
1
|x̃1|2 + 1

exp
(
−|x̃1|2

Θ1

)
. (D.11)

The differential entropy of ÃX is derived as

h(ÃX) =
∫∫
− f ÃX

(ã) log2

(
f ÃX

(ã)
)

dΣ. (D.12)
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Taking (D.11) and (D.10) into (D.12), we have

h(ÃX) =
∫ ∞

−∞

∫ ∞

−∞
−

exp
(
− |x̃1|2

Θ1

)

π
log2




exp
(
− |x̃1|2

Θ1

)

πΘ1

√
4 k2PΘ2

Θ2
1
|x̃1|2 + 1


dudv

(a)
= 2π

∫ ∞

0
−

exp
(
− r2

Θ1

)

πΘ1
log2




exp
(
− r2

Θ1

)

πΘ1

√
4 k2PΘ2

Θ2
1

r2 + 1


 rdr

= log2(πeΘ1) +
1

2 log(2)
exp

(
Θ1

4k2PΘ2

)
Ei
(

Θ1

4k2PΘ2

)
,

(D.13)

where (a) is because of the polar transformation.

D.1.1.2 Asymptotic h(ÃX + ÃZ̃,N |ÃX)

For a given value of ÃX, based on the definition of the PN coordinate system, the random

variable ÃX + ÃZ̃,N is treated as the projection of the three-dimensional circular symmetric

Gaussian noise, i.e., ( Z̃√
P , k N√

P ) shifted by ÃX, on the parabolic U by the normal vectors of it.

As P → ∞, ÃX + ÃZ̃,N converges in probability toward ÃX, thus, for a given value

of ÃX, the effective range of the random variable ÃX + ÃZ̃,N on the paraboloid U , is very

small, which is close to the tangent plane of U at the point ÃX. Therefore, the random variable

ÃX + ÃZ̃,N converges in probability toward the random variable generated by the projection

of the three-dimensional circular symmetric Gaussian noise on the tangent plane of U at the

point ÃX by the normal vector of the point ÃX, which is the well-known two-dimensional

complex Gaussian random variable with variance σ2
cov/P . Therefore, given ÃX, the entropy

h(ÃX + ÃZ̃,N) is approaching to log2(πeσ2
cov/P) which does not rely on ÃX. Thus, as

P → ∞, the asymptotic conditional entropy is

h(ÃX + ÃZ̃,N |ÃX) = EÃX

[
h(ÃX + ÃZ̃,N |ÃX = ãX)

]
≈ log2

(
πeσ2

cov
P

)
. (D.14)

D.1.1.3 Asymptotic I(
√
PX; Ỹ1, Y2)

Taking (D.13) and (D.14) into (D.7), (5.16a) is obtained.
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D.1.2 Proof of (5.16b)

Based on the power series expansion of the exponential integral function [132]

Ei(x) = −γ− ln x−
∞

∑
n=1

(−x)n

n n!
, x > 0, (D.15)

where γ ≈ 0.5772 is Euler’s constant, as P is sufficiently large, we have

lim
P→∞

exp
(

Θ1σ2
rec

2σ2
covPΘ2

)
Ei
(

Θ1σ2
rec

2σ2
covPΘ2

)
= −γ + ln

(
2σ2

covPΘ2

Θ1σ2
rec

)
. (D.16)

Substituting (D.16) into (5.16a), (5.16b) is obtained.
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Appendix E

This appendix contains the proofs needed in Chapter 6.

E.1 Proof of Proposition 16

Based on (6.22), in order to calculate the BER for the forward IT, we need to calculate

Pr {P2 > P0} and Pr {P2 > P3} as follows:

Pr {P2 > P0}
(a)
= 1−Eg21,q2

[∫ ∞

0
exp (−µ1x) µ2 exp (−µ2x)dx

]

= 1−Eg21,q2

[
µ2

µ1 + µ2

]

= 1− 1
ρ

(
d22dt

d11

)λ

exp

(
dλ

t
ρ

((
d22

d21

)λ

+

(
d22

d11

)λ
))

Γ

(
0,

dλ
t

ρ

(
d22

d21

)λ

+

(
d22

d11

)λ
)

,

(E.1)

where (a) is because given g21 and q2, both | f11|2 and
∣∣ f21 +

√
ρ f22g21q2

∣∣2 follow exponential

distribution with parameters µ1 = 1
/(

1
dλ

11

)
and µ2 = 1

/(
1

dλ
21
+ ρ|g21|2

(d22dt)
λ

)
, respectively.

Similarly, we have

Pr {P2 > P3}=1−




dλ
22

dλ
12+dλ

22
+

dλ
t

ρ

1
dλ

11dλ
22
− 1

dλ
21dλ

12(
1

dλ
12
+ 1

dλ
22

)2 exp


dλ

t
ρ

1
dλ

11
+ 1

dλ
21

1
dλ

12
+ 1

dλ
22


 Γ


0,

dλ
t

ρ

1
dλ

11
+ 1

dλ
21

1
dλ

12
+ 1

dλ
22





 .

(E.2)

Taking (E.1) and (E.2) into (6.22), the BER for the forward IT is obtained.
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E.2 Proof of Proposition 18

Using the fact that E
[
|X + YZ|2

]
= E

[
|X|2

]
+ E

[
|Y|2

]
E
[
|Z|2

]
if X, Y and Z are inde-

pendent random variables and have zero mean, we thus have

E f11,q2 [P0]=η(1− ρ)P 1
dλ

11
, (E.3)

E f11, f12, f21, f22,g21,q2 [P1]=η(1− ρ)P
(

1
dλ

11
+

1
dλ

21
+ρ

(
1

dλ
12

1
dλ

t
+

1
dλ

22

1
dλ

t

))
, (E.4)

E f21, f22,g21,q2 [P2]=η(1− ρ)P
(

1
dλ

21
+ρ

1
dλ

22

1
dλ

t

)
, (E.5)

E f11, f12,g21,q2 [P3]=η(1− ρ)P
(

1
dλ

11
+ρ

1
dλ

12

1
dλ

t

)
, (E.6)

E f21, f22,g21,q2 [Peh] = P2/(1− ρ). (E.7)

Taking these results into (6.27), the expected ETR is obtained.

E.3 Proof of Proposition 19

Given g21 and q2, then P0/(ηP) and Peh/(ηP) are independent with each other and follow

exponential distribution with mean parameters (1− ρ) 1
dλ

11
and

(
1

dλ
21
+ ρ 1

dλ
22

1
dλ

t
|g21|2

)
, respec-

tively. Thus, we have

Pr
{

T
N

(P0 + Peh) < E0

}
= Eg21,q2

[
Pr
{
(P0 + Peh)

ηP <
NE0

ηPT

∣∣∣∣ g21, q2

}]

=1−Eg21




(1−ρ) 1
dλ

11
exp

(
− Ξ

(1−ρ) 1
dλ

11

)
−
(

1
dλ

21
+ ρ 1

dλ
22

1
dλ

t
|g21|2

)
exp


− Ξ(

1
dλ

21
+ρ 1

dλ
22

1
dλ

t
|g21|2

)




(1− ρ) 1
dλ

11
−
(

1
dλ

21
+ ρ 1

dλ
22

1
dλ

t
|g21|2

)




= M

(
(1− ρ)

1
dλ

11
, 0,

1
dλ

21
, ρ

1
dλ

22

1
dλ

t

)
.

(E.8)

where Ξ , NE0
ηPT , and function M(·, ·, ·, ·) is defined in (6.34). Similarly, we can obtain

Pr
{ T

N (P0 + P2) < E0
}

, Pr
{ T

N (P3 + Peh) < E0
}

, Pr
{ T

N (P3 + P2) < E0
}

, Pr
{ T

NP1<E0
}

.

Taking these results and (6.3), (E.8), and (6.34) into (6.32), the energy-outage probability is

obtained.
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