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SUMMARY

Performance limits of information transfer over a discrete time memoryless Rayleigh fading channel with
neither the receiver nor the transmitter knowing the fading coefficients except its statistics is an important
problem in information theory. We derive closed form expressions for the mutual information of single input
single output (SISO) and multiple input multiple output (MIMO) Rayleigh fading channels for any antenna
number at any signal to noise ratio (SNR). Using these expressions, we show that the maximum mutual
information of non-coherent Rayleigh fading MIMO channels is achieved with a single transmitter and
multiple receivers when the input distribution is Gaussian. We show that the addition of transmit antennas
for a fixed number of receivers result in a reduction of mutual information. Furthermore, we argue that the
mutual information is bounded by the SNR in both SISO and MIMO systems showing the sub-optimality
of Gaussian signalling in non-coherent Rayleigh fading channels. Copyright © 2006 AEIT

1. INTRODUCTION

The independent and identically distributed (i.i.d.) Gaus-
sian distribution is the optimal input in the additive white
Gaussian noise (AWGN) channel [1], as well as in the SISO
Rayleigh fading channel when the receiver has the perfect
channel state information (CSI) [2, 3]. The Gaussian distri-
bution is the capacity achieving input distribution when the
transmitter has perfect CSI in addition to the receiver with
optimal power distribution over the channel, usually called
water filling at the transmitter [2, 4]. However, when neither
the receiver nor the transmitter has CSI (non-coherent),
the optimal input distribution which achieves channel
capacity is not Gaussian [5]. In this paper, we evaluate
how well the Gaussian distributed input perform at any

SNR over non-coherent Rayleigh fading SISO and MIMO
channels.

A plethora of literature is available on the capacity and
achievable rates over fading channels for example Refer-
ences [6, 7], and a significant amount of effort has been
expended to study fading channel models where side infor-
mation about the fading is available at either the receiver or
the transmitter or both [2, 6, 8, 9]. Fading channel capacity
of SISO systems with perfect receiver CSI was originally
shown by Ericson [10] and later by Lee [3] who showed the
degradation of the channel capacity in a Rayleigh fading
environment compared to the AWGN channel. They also
showed how to use diversity schemes to improve the perfor-
mance. In particular, Reference [7] describes the statistical
models of fading channels and focuses on the information
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theory of fading channels, by emphasising capacity as
the most important measure. Even when the non-coherent
capacity or its supremum is known, it is difficult to identify
the input distribution which provides the capacity based
on the input constraints [11]. Even though, the Gaussian
input offers the channel capacity in coherent Rayleigh
fading channels, the capacity achieving input distribution
in non-coherent Rayleigh fading channels is discrete with
a finite number of mass points [5, 11]. This was originally
conjectured by Richters [12] who considered the problem
of communicating over an average power limited discrete
memoryless SISO Rayleigh fading channels without any
CSI. Abou-Faycal, Trott and Shamai [5] given a rigorous
proof for Richters’ original thoughts. This result shows that
in non-coherent Rayleigh fading SISO channels, the optimal
input has a significant different character than in the unfaded
Gaussian or the coherent Rayleigh fading channels. Effects
on Gaussian signalling in non-coherent Rayleigh fading
SISO channels is shown in Reference [13]. It is proven that
the mutual information is asymptotically bounded by SNR.
The results are useful in purging Gaussian distributed inputs
at high SNR. Asymptotic lower and upper bounds are de-
rived in Reference [ 14] using a Gauss-Markov fading model
in terms of the first-order Markov process. It is shown that
the mutual information by the Gaussian input is bounded
above by a constant at high SNR, generalising the result of
[13].

Much of the interest in MIMO systems was motivated
by the work done in References [15, 16] which shows the
potential increase in the channel capacity when the CSI is
perfectly known at the receiver using multiple antennas for
both transmission and receiving. The main outcome is lin-
ear growth in capacity with the minimum of the number
of transmit and receive antennas. In MIMO communica-
tion systems, the capacity achieving input distribution in
Rayleigh fading with CSI perfectly known at the receiver is
circularly symmetric complex Gaussian [15] having equal
power at each transmitter. Similar to SISO Rayleigh fad-
ing channel [3, 10], the Gaussian input achieves the chan-
nel capacity in MIMO systems when the channel matrix
is fixed or random [15, 17] with perfect CSI at the re-
ceiver. The additional capacity gain when the transmit-
ter has the knowledge of the underlying channel can be
achieved as in SISO channels by water filling the transmit
antennas where the optimal input distribution is Gaussian
[18].

Hochwald and Marzetta [19] analysed MIMO channels
operating in a Rayleigh flat fading environment assuming
the fading coefficients remain constant for a coherence
interval of T symbol periods. Under this assumption
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they concluded that further increasing the number of
transmit antennas beyond T cannot increase the capacity
for non-coherent channels. Also, they characterised the
certain structure of the optimal input distribution being
mutually orthogonal with respect to time among the
transmitter antennas. This work is extended by Zheng
and Tse [20]. It provides the asymptotic capacity at high
SNR in terms of T and antenna numbers interpreting the
problem as sphere packing in the Grassmann manifold.
Also, they showed that having more transmit antennas than
receive antennas provide no capacity gain at high SNR,
while having more receive antennas does yield a capacity
gain. At low SNR, it is proven that the non-coherent and
coherent capacities are asymptotically equal, and there is
no capacity penalty for not knowing the channel at the
receiver.

Even the optimal input for the non-coherent SISO
Rayleigh fading channel is known to be discrete, the op-
timal input in non-coherent Rayleigh fading with multiple
antennas is difficult to obtain. Preliminary results demon-
strating capacity bounds [21] and input distributions [22]
exist, however, these are for high SNR or asymptotic in
antenna numbers. As the Gaussian distributed input is opti-
mal in coherent SISO [2, 3] and MIMO [15] Rayleigh fad-
ing channels, it is of interest to find the mutual information
in the absence of CSI. In particular, the interest in Gaus-
sian input is studied in Reference [23], and shows the nu-
merical analysis of the mutual information of non-coherent
SISO Rayleigh fading channel with an analytical lower
bound.

In this paper, we extend the work carried out in SISO
systems [23] and provide a closed form® expression for
the mutual information using Gaussian quadrature formu-
las and demonstrate the performance of Gaussian signalling
at any SNR. This work supersedes the result given in Ref-
erences [13, 14] for the asymptotic value since the closed
form expression can be used for any SNR. In addition, we
express the mutual information of the non-coherent, un-
correlated Rayleigh fading MIMO channel and derive a
closed form expression when the input distribution is com-
plex Gaussian for a finite number of antennas and SNR.
Evaluating the results in this paper, with both [19, 20],
we confirm the increase in mutual information with re-
ceiver diversity. Furthermore, we show the reduction in mu-
tual information with additional transmitters disputing the
undisturbed capacity under multiple transmitters claimed in
Reference [19].

T In this paper, we use the term closed form to a computationally efficient
and numerically tractable expression where the outcome is strictly defined.
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2. SYSTEM MODEL

2.1. SISO channel notation

Consider the discrete time, frequency flat, SISO Rayleigh
fading channel,

y=ax+n (1)

where x, y are the complex channel input and output re-
spectively, a is the fading coefficient, and n represent back-
ground noise samples associated with the channel. The time
index in Equation (1) is omitted for simplicity. Both @ and
n are assumed to be independent zero mean circular com-
plex Gaussian random variables with equal unit variance
in each dimension. Furthermore, they are assumed to be
independent of each other and of the channel input. We
also assume that the input x is average power limited, that
is, [ ¥?px(x)dx = Q, < P, where px(x) is the probability
density function (pdf) of the channel input.

2.2. MIMO channel notation

The input output relationship of a MIMO channel with n;
transmitters and n; receivers is given by

Y=HX+N 2)

where Y is the vector of received signals of n, x 1, His the
channel gain matrix of n; x n, where each element 4;;, i =
1,...,n, j=1,..., n{isassumed to be zero mean circular
complex Gaussian random variables with a unit variance in
each dimension, X is the vector of transmitted signals of
n¢ X 1, and N is the zero mean circular complex Gaussian
unit variance noise vector of n, x 1 elements.

Let X = |X| and Y = |Y| where | - | is the Euclidean
norm, and also let x and y represent each realisation of X and
Y (i.e. xe X and y € Y). The input is power limited with an
average power constraints f x2 px(x)dx < P, where px(x)
is the pdf of the channel input X. We use I'(-) and W(-) to
indicate Gamma and Psi functions respectively, £(X) de-
notes the differential entropy of X, and /(X; Y) designates
the mutual information between X and Y. All the differen-
tial entropies and the mutual information are defined to the
base ‘e’, hence the results are expressed in ‘nats’. Also let
y=— fooo e Ylogydy ~ 0.5772..., to denote the Euler’s
constant.

2.3. Channel model

The Rayleigh channel model is particularly appropriate
when there is no direct line of sight (LOS) component except
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the faded components arising from multipath propagation.
In both the channel models noted by Equations (1) and (2),
fading is assumed to be flat with a multiplicative effect on
the channel input. This assumption is valid if the channel co-
herence bandwidth B.o, = 1/ Ty, is much greater than the
signal bandwidth B; = 1/T; applied on the input, where
Tm and T are the delay spread of the channel impulse re-
sponse and the symbol duration respectively. In particular,
each fading coefficient assumed to be independent realisa-
tions at every symbol period, and the reliable estimation of
fading coefficients could be quite difficult due to the short
duration between independent fades. Therefore, we con-
sider the non-coherent scenario where neither the receiver
nor the transmitter knows the fading coefficients other than
the statistics.

3. SISO MUTUAL INFORMATION

Mutual information between the input and output of a
Rayleigh fading channel can be written as [11]

I(X;Y)=f0 /0 pyix(¥1x)px(x)

pyx(yIx)
1 dxdy (3
: Og[fooopyw(ylv)pv(v)dv} xdy ()

using the probability distribution of the magnitudes of the
random variables X and Y. The output conditional pdf,
py x(y|x) [11, 24] for the channel model (1) with complex
Gaussian random variables a and »n having a unit variance
in each dimension is given by Reference [23]

2
-y
2(1 + xz):| @

prix(ylx) = Y exp
1+x2

Without loss of generality, the magnitude sign is omitted in
Equation (4) for simplicity and likewise in the rest of this
paper.

Mutual information I(X;Y) = h(Y) — h(Y|X), in Equa-
tion (3) is found using

h(Y) = — /o pr(log py(y)dy &)
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and
hYIX) = SEflog(1 + x2)) — ~log2 + (1 n Z) 6)

) x10g B 2 5

Equations (5) and (6) were first used by Taricco [11] to apply
Lagrange optimisation to obtain the channel capacity.
3.1. Output conditional entropy

When the input distribution is complex Gaussian, the pdf
of |x| is Rayleigh and given by

= —eX s
px(x . p i x>0

where €2, is the average input power constraint. Then the
output conditional entropy [23]

1 1 y
B(YIX) = 5 Cresi = 5l0g2 + (1 n 5) (8)

where Cij is the channel capacity when the CSl s perfectly
known at the receiver [3, 7, 10].

3.2. Output entropy

The output probability density function
o0
py(y) = / px(x)pyx(ylx)dx ©)
0

for the Gaussian distributed input is given by
o= [ e ()
= —exX ex X
=l 2 e )T 2P aa + )
(10)
We substitute Equation (10) in (5) to get

o0 o] 2xy —X2 y2
— 7267(1) BT T dx
o Jo Su(l+x?) Qe 2(14x%)

) { 00 2xy —x2 y? }d
o8 /o szx<1+x2>e"p[szx 201+ )] Y
(11)

hY) =

Since this integral cannot be evaluated analytically, we show
how the Gauss—Hermite quadrature is used to arrive at a
closed form expression.
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3.2.1. Gaussian quadrature and Hermite polynomials

Gaussian quadrature formulas are useful in numerical inte-
grations and provides fast and accurate results [25]. The
common investigated method for approximating a defi-
nite integral is f ab w(x) f(x)dx ~ lq:l A; f(x;), assuming
the moments of the function w(x) are defined and finite
or bounded. The Gaussian quadrature formula has a de-
gree of precision or exactness m if the solution is exact
whenever f(x) is a polynomial of degree < m or equiva-
lently, whenever f(x) = {1, x,...,x™} and it is not exact
for f(x) = x™+1. The x; are called the nodes of the formula
and A; are called coefficients (or weights).

If w(x) is non-negative in [a, b], then n points and co-
efficients can be found to make the solution exact for all
polynomials of degree < 2¢g — 1 and it is the highest degree
of precision which can be obtained using g points [25].

If the function w(x) is in the form of e™ , the solution to
the integral can be found using the roots (nodes) of the Her-
mite polynomial H,(x) [26] and the weights are given by

9= g\ /1
2
qz[Hq—l(xi)]
The roots and the weights are excessively given in
Reference [26] fora = 0 and b = oo up to g = 15.

3.2.2. Closed form expression

Let 2 =x2/ Q,, where dx = /Q,dr, and substitute in
Equation (10) to get

_y2
P [2<1 n szxzz)}dt
(12)

o / T exp(ert)— 2
= exXp(— €X
py\y o P (] + thz)

This integral is in the form of f ab ¢(v)w(v)dv where w(v) =
exp(—1%). Therefore it can be evaluated using Hermite poly-
nomials in the form of py(y) = Z?:] w; f(v}). The quan-
tities v; and w; are the roots and the weights of the Hermite
polynomials respectively. Applying these weights and roots
in Equation (12) we obtain

2
-y
py(y) = Z ](1 n Q vz)exp [2(1 n va;):| (13)

j=1

Using this result, we get the output entropy

00 q 2
o —y
Ay = /0 {Zw =P [2(1 +va§)“

=1
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2vjy
xlogZ] / — ¢
Pt (I + Qv9)

dy
j)}

Xp ——y2
2(1 + Q02
(14)

Taking the integration inside the summation and substitut-
ing 7 = y?/(2(1 + szxv?)) in Equation (14), the ¢th term
where £ = 1, ..., g can be written as

© . 22wt

h(Y), = — f exp(— 1)) (dwpvet) log § > =L
0 -

J

— (1 + Q.v9)
X 4/ (14 Qv )exp|:

20+ 2 ”)“dz
(14 Q,v3)
(15)

The integral in the £th term has the form of f d(v)w(v)dv
where @(v) = exp(—r*). We can now simplify Equa-
tion (15) using Hermite polynomials as

r q
22w v v;
h(Y), = § wi(4wgvev;) log § =2

2
x JU+ e [_U?w“ (16)

(1 + 2v3)
Since the output entropy is the summation of each term,
finally we get

q
— Y h(¥)
=1

h(Y) =

q r q -
- Z Z(4wiviwlvz)log Z m
J

2
=1 i=1 =1 1+ vaj)

2
X mexp [—v?w]} a7

(14 Q%)
h(Y) presented in closed form in Equation (17) using
Gauss—Hermite quadrature is very useful in finding the mu-
tual information for any SNR. The computational time is
much less than the numerical integrations to be carried out
with high accuracy. Mutual information can be computed
subtracting Equation (8) from equation (17).
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4. MIMO MUTUAL INFORMATION

4.1. Output conditional entropy

The conditional pdf of channel output given input of Equa-
tion (2) is given by Reference [27]

2,1 _ )
Y exp[ 2(1+x2)]

21T (ne)(1 + X2

py|x(ylx) = (18)

With Equation (18), we get the output conditional entropy

h(Y|X) = _Ex {J57° prix(vIolog pyx(ylx)dy},  (19a)
2 C(nr)
Ex [log(1 + )] + log [ 12|
<nr - _) W(n,) + n; (19b)
where the expectation is taken over x = (x1, X2, ..., X, ).

In case of a single antenna system with ny =n; =1,
Equation (19b) simplifies to entropy given in Reference
[11]. We can use Equation (19b) to compute the output
conditional entropy of non-correlated Rayleigh fading
MIMO channels when no CSI is available for a given input
distribution.

4.2. Nakagami-m distribution

For a Gaussian distributed input in a MIMO system, the joint
input distribution is required in order to generalise with an-
tenna number when the input power is kept constant. Since
the output conditional pdf (18) depends only on the magni-
tudes of input and output, we use scalar random variables.
Input X = | X| can be described as the magnitude of the 2m
zero mean and equal variance Gaussian random variables
for n¢ transmitters. This is the well known Nakagami-m
distribution [28], which can also be considered as the
square root of the sum of squares of m independent
Rayleigh or 2m Gaussian variate [27]. The Nakagami-m

pdf for r = /X3 + X3+ + X3, is described by [28]

mr?
exp | —
P Q,
where m is the Nakagami-m fading parameter which range
varies from 1/2 to oo,_X,- fori =1,...,2m are Gaussian

m2m—1

fr(r) = T

(20)

distributed, and €2, = r2 is the average value of the random
variable r.

The composite input distribution when each input signal
is Gaussian can be treated as 2n; Nakagami with pdf

2ntntx2nt—1 ntx2
Xpl| —
Qy

oo ©
[C(ny)S2x
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Note here the number of transmitters n; = m since the total
dimensions are 2n; where €2, is the average mean-squared
input power irrespective of the number of transmitters #;.
Now we show the derivation of the closed form expression
for the mutual information with input distribution (21) using
Hermite polynomials.

4.3. Mutual information in closed form

Using A(Y|X) in Equation (19b), we obtain the mutual in-
formation

I(X;Y) = h(Y) — h(Y|X) (22a)
= — [y py(log py(y)dy — 1E, {log(1 + x*)}
—log [Fj’ﬁ] + (ne — 1) W) — g (22b)

We have the following theorem.

Theorem 1. Mutual information of a non-coherent un-
correlated Rayleigh fading MIMO channel when the input
distribution is complex Gaussian is given by Equation (22a)
where

1 d 2 1 vaz'
h(Y|X) = — ] J
(Y|X) rma}.;“” og( .

+ lo [F(nr)] — (n — l) V() +n
g ﬁ r 2 r r

(23)
and
h(y)_ Xq: r 4(/{)1(1021)211r 1 2nt 1 2«/5
L TG0 L (0T ()
w2 =y
g wjy?m 1 2nr 1(1+ )
X
; va
Jj=1 (1 + )
(1 5)
xexp| ——— 2 (24)

Q0%
1+ 24

The quantities {w} and {v} represent the weights and roots
of the Hermite polynomials.
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Proof. The first term of Equation (19b) for the input dis-
tribution (21) can be written as

ny o0 2
X) = a: nt/ " lexp (_ntx )
['(n)S2y Qy

x log(1 + x*)dx

n (Y|

(25)

Using Gauss—Hermite quadrature and substituting > =
nex?/Q, in Equation (25), we get
00 Q:lcl Q. t2> dr
ng

R(Y|X) = / o
0 Ny
2

1 < 2ni—1 §2,v5
= — iU log (1
F(nt) ; a)]U] g( + 1 )

e—12t2n,——1 log <1 +

(26)

Substituting Equation (26) in Equation (19b) we obtain (23).

The output pdf py(y) in non-coherent MIMO Rayleigh
fading channel when the input distribution is Gaussian (i.e.
the magnitude distribution is 2n; Nakagami),

% &(ny, nonjty? =1 x> exp(— "‘x o)
Py ‘/ Qr T
y2
X exp [—m}dx (27)
can be used to evaluate the output entropy
oo
h(Y) = — / pr(Mlog py(y) (28)
0

where &(n., ny) = 2/F(nt)F(nr)2”1*1. Again, we use the
Hermite polynomials to find a closed form solution from
Equation (27). Substituting 2 = nx?/Qy in Equation (27)
and using Hermite polynomial weighting factors {w} and
roots {v}, we get

2ni—1 2nr—l

7 wiv;
() = &) 1 30—
(5

y2

2<1+va)
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Using Equation (29), the {thterm, £ =1, ...
be written as

,qof h(Y)can

2n—1_2p.—1
| wev, Ty

h(¥)e = —E(n, ny) / ‘
0

2
(1+5)

y2
xexp | ————— | log {&(n, )
2 (1 + n—f")
2n—1_ 2n,—1 2

vio Y y

vaz- dy
2(1+ -

(30)

Integral in Equation (30) can be solved using Hermite
polynomials for a closed form solution by substituting
2 =y?/2(1 + va% /ny) and applying the Hermite poly-
nomial approximation. Using the summation A(Y) =
Zzzl h(Y),, finally we get the closed form expression (24)
for the output entropy. |

Both Equations (24) and (23) are useful to evaluate the
mutual information (22a) in a non-coherent Rayleigh fading
MIMO channel. The computation time is negligible when
compared to other numerical integration methods and the
accuracy is very high. Using the closed form expression
given in Equations (23) and (24), the mutual information
for any transmit and receive configurations can be found at
a given SNR.

5. NUMERICAL RESULTS

5.1. Non-coherent SISO channel

Mutual information computed using closed form expres-
sions (8) and (17) when the input distribution is complex
Gaussian is shown in Figure 1. These expressions are very
useful since the roots v and the weights w are available in
tabulated form for various degrees of m of the polynomial
interested in Reference [25]. The computation time is neg-
ligible when compared to the numerical integrations to be
solved and the accuracy is very high and typically known
as exact on appropriate selection of the number of roots and
the weighting factors [26].
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Capacity of the non-coherent Rayleigh fading channel
[5] attained with a discrete input is plotted in Figure 1 to
compare with mutual information obtained when the in-
put is Gaussian distributed. Also, Figure 1 has the asymp-
totic value of mutual information, lefoo (Cenf — Cresi) = ¥
shown in Reference [13], when the input distribution is
complex Gaussian where C¢qr is the Shannon capacity.
Difference between the channel capacity and mutual in-
formation obtained with Gaussian input indicates that at
high SNR loss in capacity due to Gaussian signalling in-
creases. For instance, 44% of capacity loss is observed
when SNR = 20dB. Therefore, mutual information ob-
tained with the Gaussian distributed input is very low com-
pared to channel capacity in the absence of CSI indicating
the sub-optimality of Gaussian signalling in non-coherent
Rayleigh fading channels.

5.2. Non-coherent MIMO channel

We can numerically plot the mutual information using
closed form expressions (23) and (24) when the input distri-
bution is complex Gaussian. This is straightforward since
the roots v and the weights w are available in tabulated
form for various degrees of m of the polynomial interested
in Reference [25, 26].

Figure 2 shows the mutual information versus input
power for various number of receivers with a single trans-
mitter. Mutual information increases logarithmically as the

0.7

Mutual Information, nats

10' 10° 10
Input Power
Figure 1. Mutual information, /(X; Y) (1) of non-coherent SISO
Rayleigh fading channel when the input is Gaussian distributed
vs the channel capacity (2) simulated with two discrete inputs.
Dashed line (3) shows the limit of mutual information with Gaus-
sian input when SNR approaches infinity [12].
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number of receive antennas increases due to the enhance-
ment of the receiver diversity (array gain). The increase in
mutual information with additional receive antennas agree
with the results obtained in References [18, 19] for the ca-
pacity. Also, it is trivial in coherent channels [16], where
the receiver diversity improves the capacity significantly at
high SNR than in non-coherent channels. However, mutual
information is bounded on SNR for all combinations. It is
evident from Figure 2 that mutual information approaches
a limit at high SNR in all cases.

Work reported in Reference [20] indicates that having
more transmit antennas than receive antennas provides no
capacity gain at high SNR whilst both non-coherent and
coherent capacities are asymptotically equal at high SNR.
Therefore, in low-SNR regime the penalty for not knowing
the channel at the receiver is negligible. As a result, at low
SNR, the performance of Gaussian signalling is good since
it is the capacity achieving distribution in both SISO [30]
and MIMO [15] channels. This is verified from our results
since the loss in mutual information compared to capacity
at low SNR is minimal.

Figure 3 depicts the mutual information with SNR for
various number of transmitters having a single receive an-
tenna. Mutual information decreases with the increase of
transmit antennas. The result is different to proved capacity
increase with addition of transmitters in coherent scheme.
Similar trends were observed with multiple receive anten-
nas. Furthermore, Reference [19] revealed that for T =1,
the scenario considered in this paper, capacity is achieved by
a single transmitter. Capacity remains the same for ny > 1.

MI of Uncorrelated MIMO

10' 10 10
Input Power

Figure 2. Mutual information of non-coherent uncorrelated
Rayleigh fading MIMO channel vs input power when the input
distribution is complex Gaussian for different n,, for n, = 1.

Copyright © 2006 AEIT

R. R. PERERA, T. D. ABHAYAPALA AND T. S. POLLOCK

However, the results shown in here for mutual information
are contradictory. Furthermore, the mutual information is
bounded by SNR for all configurations similar to multiple
receivers with one transmit antenna.

In the non-coherent Rayleigh fading channels, input dis-
tribution (21) varies as transmitters increases and gets peaky
[28, 29]. With a finite input power in the non-coherent
Rayleigh fading MIMO channel, the allocation of equal
power in all available transmitters is a waste since the chan-
nel is not perfectly known at neither the transmitter nor the
receiver ensuing the optimum number of transmitters to one.

Figure 4 shows mutual information having equal number
of transmitters and receivers. At low SNR, mutual informa-
tion increases slightly due to the effective gain (array gain)
with additional receivers over that of transmitters since the
addition of transmitters for a fixed numbers of receivers re-
duces the mutual information of a non-coherent channel.
At high SNR, mutual information decreases with the in-
crease of equal number of transmitters and receivers since
mutual information of the channel we consider is bounded
at high SNR in the presence of Gaussian signalling at the
input. Numerical result obtained with n¢ =1 and n; = 1
using Equations (23) and (24) is similar to results shown
in Reference [23] for SISO systems. Mutual information
we derived for Gaussian signalling is 50% of the capacity
shown in Reference [22] for large n; and P withn; = 1. Fur-
thermore, mutual information is low compared to channel
capacity reported in both [19, 20] at high SNR. This shows
the sub-optimality of Gaussian signalling in non-coherent
Rayleigh fading MIMO channels.
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0.35r

MI of Uncorrelated MIMO
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s o

. :::::'I‘X=2°{ :

10' 10 10
Input Power

Figure 3. Mutual information of non-coherent uncorrelated
Rayleigh fading MIMO channel vs input power when the input
distribution is complex Gaussian for different n,, for n, = 1.

Eur. Trans. Telecomms. 2007; 18:235-244
DOI: 10.1002/ett



GAUSSIAN INPUTS OVER NON-COHERENT CHANNELS

P .
SNR=15 dB

SNR=10'dB

" SNR=5 dB.

0.2} :

MI of Uncorrelated MIMO
5

0.15}
. SNR=0 dB:

0.1}

10 15 20 25 30
# of nt or nr (Equal)

0.05 .
0

(9]

Figure 4. Mutual information of uncorrelated non-coherent
Rayleigh fading MIMO channel having equal number of receivers
and transmitters for different SNR.

6. CONCLUSIONS

Closed form expressions are derived to calculate mutual
information of discrete time, frequency flat, Rayleigh
fading SISO and MIMO channels with no CSI either at
the receiver or transmitter for any SNR when the input
is Gaussian distributed. It is shown that the mutual infor-
mation is bounded by the SNR for both SISO and MIMO
channels. In the low-SNR regime, the knowledge of CSI at
the receiver is less important since the difference between
channel capacity and mutual information with Gaussian
input is insignificant. Since the Gaussian distribution is
optimal with CSI at the receiver only or at the transmitter
and receiver, Gaussian-distributed input signalling can be
recommended in both coherent and non-coherent Rayleigh
fading SISO and MIMO channels at low SNR. It is also
concluded that additional transmitter antennas reduces
mutual information with Gaussian-distributed input whilst
capacity remains unchanged, a claim originated in Ref-
erence [19]. Therefore, a single transmitter with multiple
receivers is desirable for Gaussian-distributed input to
maximise the mutual information.
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