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Abstract—We show that all (not necessarily normal or monotone)
modal logics that can be axiomatised in rank-1 have the interpolation
property, and that in fact interpolation is uniform if the logics
Jjust have finitely many modal operators. As immediate applications,
we obtain previously unknown interpolation theorems for a range
of modal logics, containing probabilistic and graded modal logic,
alternating temporal logic and some variants of conditional logic.

Technically, this is achieved by translating to and from a new
(coalgebraic) logic introduced in this paper, the logic of exact covers.
It is interpreted over coalgebras for an endofunctor on the category of
sets that also directly determines the syntax. Apart from closure under
bisimulation quantifiers (and hence interpolation), we also provide a
complete tableaux calculus and establish both the Hennessy-Milner
and the small model property for this logic.

I. INTRODUCTION

This paper can be seen from two different angles. From
the perspective of universal coalgebra [35], we introduce
and investigate a new coalgebraic logic, the logic of exact
covers, interpreted over coalgebras for an endofunctor that
also directly induces the syntax. As a contribution to modal
logic, we prove previously unknown interpolation theorems for
a range of modal logics, more precisely, for all modal logics
that can be axiomatised in rank-1.

Both views are linked as all rank-1 logics can be equipped
with coalgebraic semantics (see [38] for a detailed discussion):
for every rank-1 logic L there is a functor 77, so that L is
sound and complete over 77 -coalgebras. While this may not
be the natural semantics for the logic under consideration, it
nonetheless allows us to apply coalgebraic techniques when
working with the logic. In particular, we can translate back
and forth between L and the logic of exact covers induced
by 1. This translation allows us to transfer the interpolation
theorem that we establish for the logic of exact covers, back
to the logic L.

Our results apply to all rank-1 logics, i.e. logics that can
be axiomatised by formulae whose modal nesting depth is
uniformly equal to one. While this excludes logics like S4
and T, it covers a large variety of non-normal (and sometimes
non-monotone) modal logics such as graded and probabilistic
modal logic, alternating temporal logic and various flavours
of conditional logics for which we believe the interpolation
theorems are new.

The main technical vehicle used in this paper, the logic of
exact covers, can be seen as a logic in the style of Moss’ coal-
gebraic logic [26], an extension of classical propositional cal-
culus with the so-called cover modality. It is interpreted over

coalgebras for a set-endofunctor 7' that directly determines
the syntax. Here, we think of coalgebras (C,v: C — T'C) as
frames in the sense of modal logic where the endofunctor T’
determines the structure of the frame: different choices of T’
induce, e.g., Kripke frames, monotone neighbourhood frames
or probabilistic frames. Coalgebraic logic is by now well-
developed: Venema presents automata for fixpoint logics based
on the cover modality [40], complete axiomatisations may be
found in [4], [18] and Moss’ original paper [26] establishes
the Hennessy-Milner property.

While coalgebraic logic provides a generic treatment of
many different classes of frames, all of the above results
rely on the assumption that the functor that defines the frame
classes preserves weak pullbacks which precludes the instan-
tiation of the generic theory to important examples such as
(monotone) neighbourhood frames [15] or conditional frames
[8]. The conceptual reason for requiring that the underlying
endofunctor preserve weak pullbacks lies at the very heart
of the definition of the semantics of the cover modality: the
endofunctor needs to be lifted to relations and weak pullback
preservation is required to ensure functoriality of this lifting.

The question of possible ways to extend the treatment
of the cover modality to classes of (coalgebraic) frames
without requiring the preservation of weak pullbacks has so
far remained largely open and only partial answers can be
found in the literature. Taking formulas to be elements of
the final sequence of the underlying endofunctor removes the
requirement for weak pullback preservation [27], but does not
provide a syntactical notion of modal operator.

For the case of monotone neighbourhood frames (where
weak pullback preservation fails), it has been demonstrated
that the cover modality is definable by changing the notion
of relation lifting [36]. This was later generalised by Marti
and Venema [25] for functors that have a lax extension
preserving diagonals, but Theorem 2 of op.cit. acknowledges
that this must necessarily fail for (not necessarily monotone)
neighbourhood frames.

Here, we take a different approach. Given that the extension
of an arbitrary endofunctor 7' : Set — Set to relations is
problematic, we argue that the semantics of modal formulas
should not be defined by extending T to relations, but simply
by applying T' to functions, where logical properties can be
derived in terms of the functor laws. Rather than defining the
semantics of the cover modality by applying (the lifting of) T’
to the satisfaction relation we propose an alternative semantics



that arises by applying 7' to the theory map. In particular,
this entails that logics conceived in this way are no longer
monotonic which precludes e.g. fixpoint extensions in the style
of [40]. Our main findings indicate that this is nonetheless
a viable approach that leads to a rich theory: we establish
the Hennessy-Milner property and the small model property,
provide a complete tableau calculus and show that the logic
of exact covers is closed under bisimulation quantifiers (and
hence admits uniform interpolation).

To establish the link between modal logics in the standard
sense (that we take to be sets of formulae closed under con-
gruence, modus ponens, propositional tautologies and uniform
substitution) we equip the latter with coalgebraic semantics as
in [38]: assuming L is a rank-1 logic, we obtain an endofunctor
T7, so that L is sound and complete for 717 -coalgebras. In
particular, both the logic L and the logic of exact covers
induced by 77 can be interpreted over 717 -coalgebras. To
transfer interpolation from the logic of exact covers to the
given rank-1 logic L we provide a bi-directional semantics-
preserving translation between L and the associated logic
of exact covers and interpolation for L follows from the
corresponding result for the logic of exact covers by soundness
and completeness. Concrete instances of our results establish
uniform interpolation for the classical and monotone modal
logic [8], alternating temporal logic [3] and the expressively
equivalent coalition logic [33], the basic conditional logic CK
as well as extensions of C’K with rank-1 axioms.

Related Work. The logic of exact covers can be seen as a
non-monotonic version of Moss’ coalgebraic logic [26] that
overcomes the requirement of weak-pullback preservation and
is thus applicable to a much larger class of (coalgebraic)
frames. The proof strategy for establishing the Hennessy-
Milner property for the logic of exact covers follows [37],
and the interpolation proof is similar to [36] but at a higher
level of generality for a structurally different (non-monotonic)
interpretation of the logic. Uniform interpolation via bisimula-
tion quantifiers (as well as many other methods) is discussed
in [9]. Uniform interpolation for the modal logic K has
been established in [42], [12] and [36] establishes uniform
interpolation for monotone modal logic.

Organisation of the Paper. The reader is invited to skip
(but encouraged to consult) Section II where we mainly settle
notation. The logic of exact covers is introduced in Section
IIT where we also illustrate the formalism with two concrete
examples. Readers with an interest in coalgebraic semantics
and/or logics may wish to continue with Sections IV, V
and VI where we establish the Hennessy-Milner property,
the small model property and a complete tableaux calculus,
respectively, using mostly standard methods. Those mainly
interested in interpolation may wish to skip those sections
and jump to Section VII (coming back to the earlier sections
as necessary) where we establish closure under bisimulation
quantifiers which is subsequently used in Section VIII to
obtain the interpolation results for rank-1 logics. We conclude
with a discussion of our results and one open problem in
Section IX.

II. PRELIMINARIES AND NOTATION

Sets and Functions. If X is a set, we write |X| for its
cardinality. For functions f : X — Y, f}(B) = {z € X |
f(z) € B} denotes the inverse image of B C Y under f and
flA] = {f(a) | a € A} the direct image of A C X. Note that
flf~Y(B)] C B whereas A C f~1(f[A]) for all A C X and
B CY.If X is a set, then ch(X) denotes the set of choice
functions on X, that is, the set of functions f : X — JX
such that f(z) € x for all x € X.

Modal Logic. We assume familiarity with the basic concepts
of modal logic, found e.g. in [6]. A modal similarity type is
a set A of modal operators with associated arities. We fix
a countable set V of propositional variables throughout. If
Vo € V is a set of propositional variables, the set of modal
formulae induced by V, and A is given by the grammar
‘FVO > ¢»¢ =1 | ¢/\¢ I ¢\/¢ ‘ _'¢ | ©(¢177¢n)
where p € Vy and O € A is n-ary. We abbreviate Fy(A)
to F(A). If F is a set (of formulae) we write Prop(F)
for the set of propositional formulae over F' and A(F) =
{Op1,.--s0n) | é1,-..,¢n € Fand O € A is n ary}. The
formulae of basic modal logic are given by the similarity
type A = {00} with O unary and we write F(OJ) instead
of F({O}). A A-logic is a set L C F(A) that contains all
propositional tautologies, is closed under uniform substitution
and the congruence rules: from ¢; <> ¢; fori = 1, ..., n infer
that O(o1, ..., d,) < QW1,...,1¥y,) for every n-ary © € A.
We write L = ¢ if ¢ € L. A L-unifier of a formula ¢ € F(A)
is a substitution o : V — F(A) such that ¢o € L and a subset
® C F(A) is L-consistent if L i/ AN¥ — L for all finite
U C &. A set & of formulae is satisfiable in a given model
class if there exists a model / world pair C, ¢ in this class such
that all ¢ € ® are true at world ¢ in model C. We write PL for
the set of propositional tautologies (that incidentally qualifies
as a (-logic).

Kripke models and neighbourhood models. A Kripke model
is a triple M = (W, R, §) where W is a set (of worlds), R C
W x W is an (accessibility) relation and 6 : V — P(W)
is a valuation (of the propositional variables). We adopt the
standard semantics where M, w | O¢ if w’ &= ¢ for all w’
with wRw' and M, w |= O¢ if there is some w’ with wRw’
and M, w’ = ¢. A monotone neighbourhood model is a triple
(W, n,0) where W is a set (of worlds), n : W — PP(W)
is a (neighbourhood) function satisfying N’ € n(w) whenever
N CN CW and N € n(w) and @ is a valuation as above.
We adopt the standard semantics where M, w |= O¢ iff there
exists N € n(w) with N C {w' € W | M,w’ | ¢} and
M,w = Q¢ iff NN{w € W | M,w' = ¢} # 0 for all
N € n(w).

Coalgebras and Models. Throughout, T : Set — Set
denotes an endofunctor on the category Set of sets and
functions. A T-coalgebra is a pair (C,7) where C € Set
is a set (of possible worlds) and v : C' — T'C' a (transition)
function. A T-model is a triple (C,v,7) where (C,7) is a
T-coalgebra and 7 : C' — P(V) is a valuation where V
is a countable set of propositional variables as above. For a



subset Vy C V of propositional variables, a Vo-morphism f :
(C,v,m) = (D,d,7) of T-models is a function f : C — D
that satisfies §o f =T f o~y and Vo N (70 f(c)) = Vo N7(c)
for all ¢ € C'. We simply speak of a morphism of T-models
if Vo = V. We denote the category of 7T-models and V-
morphisms by Mod(T).

Inclusion-Preserving Functors. We write ix..,y for the
inclusion function if Y is a set and X C Y. A functor
T : Set — Set preserves inclusions if Tix .y = irx—Ty.
It is known ([1], see also [2, Theorem III.4.5]) that every
functor 7' can be modified to an inclusion-preserving functor
T’ so that T and T’ are naturally isomorphic when restricted
to the category of nonempty sets (in particular this implies that
Mod(T') and Mod(T”) are isomorphic). We therefore assume
without loss of generality that 7" preserves inclusions whenever
convenient. An inclusion-preserving functor 7" is called finitary
ifTX =J{TY | Y C X finite}.

Categorical Notions. We write BA for the category of
boolean algebras, U : BA — Set for the forgetful functor and
F for its left adjoint (the free construction). The contravariant
powerset functor is denoted by 2 Set — BA°P and
Uf : BA°® — Set is its right adjoint (the ultrafilter functor).
The contravariant powerset functor conceived as an operation
on sets is written Q : Set®® — Set (so that Q = U o 2°P),

III. SYNTAX, SEMANTICS AND EXAMPLES

For the whole section, we fix an endofunctor T" : Set — Set
and begin by introducing syntax and semantics of the logic of
exact covers induced by 7.

Definition 1 (Formulae and Interpretation). The set of formu-
lae of the logic of exact covers over T' and a subset Vo C V
is given by the grammar

Fv(T)3 0,0 =T |p|loAY [ VY[ | Ve(X)

where p € Vo and X € TP(X) and ¥ C Fy,(T) is finite.
We write F(T) for Fp,(T). If C = (C,~,7) € Mod(T) is a
T-model, we define satisfaction C, ¢ |= ¢ in the usual way for
the propositional connectives, together with the clauses

CcEp < pemn(e)
C,clEVs(X) <= TtSoy(c) =&

with t$ : C — P(X) the local theory map given by t5(c) =
{oeX|Cck o}

Remark 2 (Cover Modality). Our formulae are similar to
those of coalgebraic logic [26] where the V-modality is (also)
defined in terms of functor application. In op.cit, we have
modal formulae NV ® where ® € TY. for a set of formulae ¥
and the semantics is given in terms of relation lifting. Here,
we construct modal formula Vs® from ® € TP(X) for a set
Y. of formulae which allows us to think of the argument of
T as a set of (local) theories which is also reflected in the
semantics.

We illustrate the semantics of the language just introduced in
terms of two extended examples, Kripke models (that also fall

within the framework of the cover modality) and monotone
neighbourhood models (that fall outside the scope of the cover
modality). While Kripke models illustrate the logic of exact
covers in a standard, well-understood context, we have chosen
monotone neighbourhood models to enable comparison with
[36] where uniform interpolation for monotone neighbourhood
models is established along similar lines.

Kripke Models. For the entire subsection we assume that
T = P, the covariant powerset functor. It is standard (and
easy to see) that P-models are in 1 — 1 correspondence with
Kripke models. For T' = P, modal formulae take the shape
Vs{®,...,®,} where &¢,...,®, CE. If C=(C,~,7) is
a T-model, we have that

C,cle Ve{®y,...,d,) —

{t5() | ¢ er(e)} = {@r,..., 00}

i.e., the local theories of all successors ¢’ € (c) are precisely
®q,...,d,. This amounts to a bisimulation-like condition

o for all ¢ € y(c) there is ®; € ® such that ¢(¢') = ®

o for all ®; € ® there is ¢’ € y(c) such that t(¢') = @
where t = t% is the local theory map. If ¥ = {¢} this gives
the semantic equivalences

O¢ = Vsl v Ve{{e}} and O¢ = V{0, {¢}} v Va{{¢}}

that allow us to translate the standard modal language into
F(P). Note that the left disjunct in the left hand clause
expresses the fact that a world has no successors and the right
hand disjunct is valid only if a world has at least one successor,
and all successors satisfy ¢. Dually, we can express F(7') in
the language of [J and ¢ via

Vz{q)l,...,@n}E
O \/ (A 2ir=\/(Z\2:))A /\ O\ @)A-\/ (2\2))

where we note that V also expresses negative information. As
a consequence, the logic of exact covers and the modal logic
K are equi-expressive.

Proposition 3 (Translatability for Kripke models). The lan-
guages ML and F(P) can be effectively translated into
one another. More precisely, there are computable functions

s: ML — F(P)and t : F(P) — ML such that

CcE¢ < C,cEs(¢) and C,c v < C,cEt(y))

Sor all P-models C = (C,~, ), all ¢ € C and all formulae
¢ € F(P) and ¥ € ML.

Monotone Neighbourhood Models. While the covariant pow-
erset functor P preserves weak pullbacks (and is therefore
within the scope of coalgebraic logic [26]) this is not the case
for the functor M that is given by

M(X)={S CPP(X) | S upwards closed}

that induces monotone neighbourhood frames [8] as M-
models. It has been demonstrated in [36] that the notion of



relation lifting used to define coalgebraic logic can be modi-
fied to accommodate M-models. However this modification
is specific to M and not generic. As the logic of exact
covers does not require weak pullback preservation, monotone
neighbourhood models are well within its scope.

For T = M, modal formulae take the shape
Vs{aq,...,a,} where ag,...,a, C P(X), ie. each o is a
set of local theories, and {a, ..., ay} is upwards closed. As
for the case of Kripke models, satisfaction is characterised by
a bisimulation-like condition. We have that C, ¢ |= Vx(X) if

o for all N € y(c) there is @ € X such that o C ¢[N]

o for all « € X there is N € ¥(c) such that N C t71(«)
where again t = tg : C — P(X) is the local theory map.
Based on this characterisation, we obtain the equivalences

O¢ = Vs{ao, 1, a2, a3} V Vs{ai,az, a3} V Ve{as, as}
<>¢ = VE(Z) V VE{CYQ,Ozg,} V VE{Ozg}

where ¥ = {¢}, ag =0, oy = {0}, aa = {{¢}} and a3 =
{{¢},0}. In the other direction, we can encode F(M) in the
standard modal language using

vexr= AOVer A 0V 20

a€EX Pea dech(X) aeX

where U = A U A = \/(\ ) for a finite set ¥ C F(T). In
other words, both languages are expressively equivalent:

Proposition 4 (Translatability for Monotone Neighbourhood
Models). The languages ML and F(M) can be effectively
translated into one another, that is, there are computable
functions s : ML — F(M) and t : F(M) — ML such
that

Ccek¢ <= Crels(¢)and Ccl=y — Ccl=t(Y)

Jor all M-models C = (C,~, ), all c € C and all p € F(M)
and ¥ € ML.

Both for Kripke models and monotone neighbourhood models
we see a strong correspondence between the logic of exact
covers and the standard formalisms. We note in passing that
a large number of frame classes arise as 7'-coalgebras for
appropriate endofunctors 7'. This includes, other than Kripke
frames and monotone neighbourhood frames, the class of
not necessarily monotone neighbourhood frames, probabilistic
frames and various classes of conditional frames. The paper
[39] provides detail on all these examples. In the following
sections, we study the logic of exact covers in general,
that is, for an arbitrary (inclusion-preserving) endofunctor
T : Set — Set.

IV. THE HENNESSY-MILNER PROPERTY

The Hennessy-Milner property was one of the first results
on coalgebraic logic, established by Moss in the first paper
on the subject [26]. As we now show, the same can be
said for the logic of exact covers. For the entire section,
and indeed for the remainder of the paper, we work with
an arbitrary inclusion-preserving endofunctor 7' : Set — Set

(not assuming that T" preserves weak pullbacks). To facilitate
reasoning about bisimulation quantifiers later, we work with a
notion of behavioural equivalence relative to a subset Vy C V
of propositional variables.

Definition 5 (Behavioural and Logical Equivalence). Suppose
C = (C,v,m) and D = (D, ,0) are T-models and Vo C V
is a set of propositional variables. Two worlds ¢ € C and
d € D are Vy-behaviourally equivalent, in symbols c >y, d if
there exists a T-model & = (E, ¢, 7) and two Vo-morphisms
f:C — FEand g:D — E such that f(c) = g(d). They are
Vo-logically equivalent, written ¢ ~y, d, if C,c | ¢ <=
D,d = ¢ for all ¢ € Fy,(T). For Vo =V we simply speak
of behavioural (~) and logical (~) equivalence.

Remark 6. If we take the underlying frame of a T-model
(Cyvy,m) to be the T-coalgebra (C,~) and Vo = 0 then
the notion of Vy-behavioural equivalence coincides with with
behavioural equivalence between the underlying frames.

It is easy to see that the logic of exact covers is compatible
with morphisms of models.

Proposition 7 (Morphisms preserve Semantics). Let Vy C V
and suppose that f : C — D is a Vy-morphism between two
T-models C = (C,v,7) and D = (D,0,7). Then C,c =
¢ <= D, f(c) = ¢ forall ceC andall ¢ € Fy,(T).

By the last proposition, invariance under behavioural equiva-
lence is an easy consequence.

Corollary 8 (Invariance under Behavioural Equivalence). Let
Vo €V and suppose that (C,~, ) and (D, 0, T) are T-models
and ¢ € C, d € D are Vy-behaviourally equivalent. Then
C,cl=¢ < D,d = ¢ forall p € Fy,(T).

Our goal for this section is to establish a converse of the above
proposition in case 7T is finitary. The proof strategy follows
[37] and we show that the projection of an arbitrary model onto
its quotient by logical equivalence is a morphism of models.

Lemma 9 (Quotient Models). Suppose that C = (C,~, ) €
Mod(T') is a T-model and write ~ for the relation of logical
equivalence on C. Then the maps

« [7]: C/~—T(C/~) given by [c] = Tpo(c)

o [1]: C/~— P(V) given by [c] — m(c)
are well-defined. Moreover the canonical projection p : C —
C'/~ is a morphism of models C — C/~ where C/~= (C/~
,[7], []) is the quotient model of C.

This puts us into the position of characterising behavioural
equivalence as follows:

Proposition 10 (Characterisation of Behavioural Equivalence).
Suppose that T : Set — Set is finitary. Then, for any C =
(C,v,7) and D = (D, 6, 7) we have

c~d <= c~¢

for all c € C and all d € D.



V. THE SMALL MODEL PROPERTY

We continue our investigation into the logic of exact covers
by establishing the small model property: every satisfiable
formula is satisfiable in a model of at most exponential size.
Our treatment of the small model property is similar in spirit
to [39] where small models are constructed using an inference
system whereas we replace consistent sets of formulae by
satisfiable sets. We use the following standard notions that
allow us to build models from satisfiable sets of formulae.

Definition 11 (Subformulas and Closed Sets). The subformu-
lae subf(¢) of a formula ¢ € F(T) are defined inductively in
the usual way where subf(Vx (X)) = {Vx(X) Ul J{subf(¢) |
¢ € X}. The normalised negation ~ ¢ of a formula ¢ € F(T)
is defined by ~ (—¢) = ¢ and ~ (¢p) = —¢, otherwise. A set
A C F(T) is closed if subf(¢) € A and ~ ¢ € A for all
¢ €A

Definition 12 (Theories and witnesses). Suppose A C F(T)
is closed. A subset © C A is a A-theory if there exists a
T-model C = (C,~y,w) and ¢ € C such that © = {¢p € A |
C, ¢ = ¢}. The pointed model (C,c) is then called a witness
of theoryhood of ©.

Definition 13 (Coherent Models). Suppose A C Fy(T) is
closed. A model C = (C,~, ) is A-coherent if

o C={0C A |0 isa A-theory} and, for all © € C,

e PpEO — pen(O)forallpeV

e Vs(X) €O < Tryon(c) =X forall Vg(X) € A
where rs, : C — P(X) is the restriction map r=(0) = ONX.

The small model property is now established by observing that
coherent models satisfy the truth lemma and then later, that
coherent models do indeed exist.

Lemma 14 (Truth Lemma). Suppose that A is closed and
C = (C,~, ) is A-coherent. Then

C,LOE® < ¢80
for all © € C and all ¢ € A.

Lemma 15 (Existence Lemma). Suppose that A C F,(T) is
closed. Then a /\-coherent model exists.

The small model property is now an easy consequence of truth
lemma and existence lemma.

Proposition 16 (Small Model Property).
Fv(T) is satisfiable. Then there exists a model C =
and ¢ € C such that |C| < 225 @) and C, ¢ |= ¢.

VI. TABLEAUX CALCULUS AND DISTRIBUTIVE LAWS

Suppose that ¢ €
(C,v,)

Distributive laws for coalgebraic logic [41] play a major
role in the completeness of coalgebraic logic [18] (indeed,
distributivity over conjunctions is one of the key derivation
rules). In [36], distributive laws for monotone modal logic
have been used to establish uniform interpolation. Here, we
establish two distributive laws for the logic of exact covers:
we show that V distributes over both conjunction and negation
which forms the basis of a complete tableaux calculus.

Proposition 17 (Distributivity over Conjunctions). Let C =
(C,v,m) € Mody(T') and Vx,(X1), Vs, (Xe) € F. Then, for
Y=X1UXo, and all c€ C

(C & ': Vzl(Xl) A sz(XQ) < (C C ): VE(X)
for some X € RXI (X1,%2) where ’RX (X1,%) = {X €
TP(X) | Tri(X) = Xforzfl 2}andn. P(E) = P(%)

is the restriction map r;(®) = dNX,.

In case T preserves finite sets, this gives the following logical
distributive law.

Corollary 18 (Distributivity over Conjunction Law). Suppose
T : Set — Set maps finite sets to finite sets. Then

Ve, (X1) AV, (X2) = \/{Vs,us, (X) | ¥ € RRL (1, 52)}
for all formulae Vx, (X1) and Vx,(Xs).

We now turn to distributivity of V over negations where the
central idea is that every world satisfies a V-formula and we
need to select accordingly.

Proposition 19 (Distributivity over Negation). Let C =
(C,7,m) € Mod(T') and Vx(X) € F(T). Then

C,cE-Vs(X) < C,cl Vx(Y) for some Y € N5 (X)

where N, (X) = {Y € TP(X) | Y # X} are the possible
negations of X.

Again this gives a logical distributive law for functors that
preserve finite sets.

Corollary 20 (Distributivity over Negation). Suppose T maps
finite sets to ﬁnite sets. Then

~Vs(X) = \/{Vs(Y
for all formulae Vs, € F(T).

) 1Y € Na(X)}

Distributivity over negation and conjunction form the basis
for a complete tableaux calculus for the logic of exact covers.
The remarkable feature of this calculus is that all rules are
invertible. Our tableaux are set-labelled tableaux and the
existence of a closed tableau is equivalent to the unsatisfiability
of the root. The crucial ingredient in the calculus is the fol-
lowing characterisation of the satisfiability of V-formulae. We
introduce terminology following [21, Section 5] for standard
functors.

Definition 21. If ¥ C F(T') is finite and X € TP(X),
X)=(Nfa<CP(E)|XeTa}
is called the base of X.

Base(

It is known that X' € Base(X) and moreover Base(X) is the
smallest subset of P(X) with this property [21, Proposition
6.7]. Using the notion of base, we can characterise satisfiability
of V-formulae as follows.

Proposition 22. Let Vx(X) € F(T) and P C VU=V be
finite. Then Vs (X) AN\ P is satisfiable iff )\ P is satisfiable
and \® A=\ (Z\ D) is satisfiable for all & € Base(X).



Together with the distributive laws we obtain the following
tableau calculus, formulated over multisets.

Definition 23 (Tableau Calculus). A sequent is a finite multiset
of formulae in F(T). We use Greek letters T'; A for sequents
and write I'; A for the multiset union of I and A and identify
formulae with singleton multisets. The tableau calculus for the
logic of exact covers contains the propositional rules

pv_‘pvr F,¢/\7ﬁ F7¢\/¢
N)——— V)m———
( )F,Gﬁ,?ﬁ ( )F,cb L4
together with the following rules for V
V21 (Xl)v sz (XQ)v r
(V) 3
{v21U22 (X)vr | Xe RXQ (Ela 22)}

(AX)

-Vx(X),T
{Ve(),I'| Y e Na(X)}

Vs(X),T
U{-w [y eX\ P}
where the last rule is subject to the side condition that no other
rule is applicable, i.e. T C VU=V and T N =T = §. Note
that unless T' preserves finite sets the above rules may have an
infinite number of conclusions. A tableau is a tree constructed
according to the rules above, and a tableau is closed if all its
leaves are labelled with (Ax).

(=V)

(V) (® € Base(X))

Our first observation is that all branches in tableaux are finite.

Lemma 24 (All Tableaux are Finite). All tableaux for the
logic of exact covers only have branches of finite length.

Our goal is to show that a formula ¢ € F(T) is unsatisfiable
iff there exists a closed tableau with root ¢. Our first result is
invertibility:

Proposition 25 (Invertibility). Ler I' C F(T') be a sequent.
Then T is satisfiable iff, for all rules ﬁ with premiss T’
there exists i € I such that 1'; is satisfiable.

For completeness we are now in a position to argue in terms

of invertibility.

Theorem 26 (Completenss). Let I' C F(T') be a sequent.
Then T is satisfiable iff no closed tableau with root ' exists.

VII. CLOSURE UNDER BISIMULATION QUANTIFIERS

One of the remarkable features of the logic of exact covers
is closure under bisimulation quantifiers. As in [36], closure
under bisimulation quantifiers immediately gives uniform in-
terpolation not only for the logic of exact covers but also for
other equipollent logics.

To establish closure under bisimulation quantifiers, we first
show that every formula is equivalent to a (possibly empty)
disjunction of satisfiable formulae of type Vs (®)A A P where
P is a finite set of possibly negated propositional variables and
3 is (inductively) a set of formulae of the same shape: that is,
negation can be eliminated and conjunction is only necessary
for specifying values of propositional variables. By induction

on the structure of these structurally simpler formulae we can
then show closure under bisimulation quantifiers, essentially
because the latter distribute over disjunctions and interact with
functor application. The formal notions are as follows:

Definition 27 (Essential Formulae and Bisimulation Quanti-
fiers). Suppose that Vo C V is a set of propositional variables.
The essential formulae over Vy are given by

Evy(T) w=Vs(X)A A\ P\ @

where all of ¥ C Eyy(T), P CVoU—Vy and ® C &y (T) are
finite, X € TP(X) and Vx(X) AN \ P is satisfiable. As for
F(T) we write £(T) for Ey(T). The bisimulation quantifier
extension 3Fy, (T) of the language of exact covers (and,
respectively, its essential fragment 3Ey,(T')) is the least set
of formulae that contains Fy,(T) (respectively Ey,(T)) and
the formula 3p.¢ for every p € Vo and every ¢ € Fy,(T)
(respectively ¢ € Ey,(T)). If C = (C,~,w) is a T-model, we
extend the satisfaction relation by defining

C,cEdpg —
C',c |= ¢ for some C', ¢ such that C',c’ =y 1y C,c

for c € C' and a propositional variable p € V.

Remark 28. The notion of essential formulae introduced
above is closely related to that of transparent formulae used in
[36]. We have chosen different terminology to avoid confusion
and think of unsatisfiable formulae of the form Vs (X)ANN\ P
as not being essential. Note that not every essential formula
is satisfiable: a counterexample is provided by \/ 0.

It follows from Corollaries 18 and 20 that every formula is
equivalent to an essential formula in the same variables. The
proof requires us to translate formulae of the form Vg (X)
into essential formulae which is catered for by the following
preliminary lemma that we also use to show that £(T') is
closed under bisimulation quantifiers.

Lemma 29. Suppose that ¥ C 3F(T) is finite and f : ¥ —
3F(T) is a function such that ¢ = f(p) for all ¢ € 3. Then

V(&) = Vs (TPf(X))
for all X € TP(X) for which Vx(X) is satisfiable.

Using the above lemma we can now show that every formula
is equivalent to a essential formula (and later that the fragment
of essential formulae is closed under bisimulation quantifiers).

Proposition 30 (Equivalence to Essential Formulae). Suppose
that T preserves finite sets. Then there exists a function d :
Fvo (T) = Evy (T) such that d(p) = ¢ for all ¢ € Fy,(T).

Our next goal is to show that £(T), and hence by the
previous Proposition also F(T'), is closed under bisimulation
quantifiers, where we abuse terminology slightly in that we
use (coalgebraic) behavioural equivalence, rather than (coal-
gebraic) bisimulation (Definition 5) as the defining notion of
equivalence.



As bisimulation quantifiers distribute over disjunctions, it is
easy to see that the essential fragment £(T") of the logic of
exact covers is closed under bisimulation quantifiers. The key
lemma is the following:

Lemma 31 (Elimination of Bisimulation Quantifiers). Sup-
pose that Vo C V is a (not necessarily finite) set of propo-
sitional variables. Then, for every ¢ € Fy,(T) and every
p € Vo there exists a formula e,(¢) € Eyy\ipy(T) such that
Ip.¢ = ep().

Repeated application of the previous lemma gives closure
under bisimulation quantifiers for the logic of exact covers.

Theorem 32 (Closure under Bisimulation Quantifiers). Sup-
pose that T preserves finite sets. Then, for all formulae

¢ € IF(T) there is a formula q(¢) € F(T) such that
q9(¢) = ¢.

As an application, we show that the logic of exact covers
has uniform interpolation. We present the result in detail to
demonstrate that the standard argument [34], [11] smoothly
translates to our setting.

Theorem 33 (Uniform Interpolation). Suppose that V,, V;
and Vo C V are finite sets of propositional variables with
Vo N V1 C Va. Then, for all ¢ € Fy,(T) there exists i(¢) €
Fv,(T) such that = ¢ — ¢ <= E i(¢p) — ¢ for all
Y e FVr).

As corollaries, we obtain uniform interpolation and closure
under bisimulation quantifiers for all logics that are equi-
expressive to the logic of exact covers which includes mono-
tone modal logic and the logic K by Propositions 3 and 4.
Rather than encoding particular logics into the logic of exact
covers in a case-by-case manner, we now show that the same
results can also be obtained uniformly for all rank-1 logics

VIII. APPLICATIONS TO RANK-1 LOGICS

We now turn our attention to modal logics in the standard sense
(extensions of classical propositional calculus with modal
operators). Our main result is that every rank-1 logic is
equipollent to the logic of exact covers which allows us to
transfer results back and forth. Concrete applications then give
interpolation theorems for, amongst others, the modal logics K,
classical and monotone modal logic, graded and probabilistic
modal logic and alternating temporal logic.

Definition 34 (Rank-1 Axioms and Rank-1 Rules). Let A be
a modal similarity type. A rule is of the form ¢/v where
&, € F(A). The rule ¢/ is rank-1 if ¢ € Prop(V) and
¥ € Prop(A(V)). A rule ¢/ is admissible in a logic L if,
for all substitutions o : V — F(A), we have that Yo € L
whenever ¢o € L. We write R1(L) for the set of rank-1
rules that are admissible in L. A rank-1 axiom is a formula
¢ € Prop(A(Prop(¢))) and we write Ay(L) for the set of
rank-1 axioms contained in L. If A is a set of rank-1 axioms
(R is a set of rank-1 rules), we write L*(A) (LA(R)) for the
smallest A-logic that contains A (for which all ¢/ € R

are admissible) and drop the superscript A’ denoting the
similarity type if it is clear from the context.

Remark 35. Several different notions of rank-1 rules have
been used in the literature. In [39] a one-step rule is taken to
be of the form ¢ /v where ¢ is propositional and 1 is a clause
over A(V) which is equivalent to the notion of rank-1 rule used
here modulo converting the conclusion into conjunctive normal
form. In the context of sequent calculi [31] one-step rules are
taken to consist of propositional premises with conclusions in
AV)U-A(V) which is again equivalent to the notion of one-
step rule here modulo converting both premiss and conclusion
to conjunctive normal form.

We note the following basic facts. The proof of (iv) uses the
notion of projectivity introduced in [13] and is crucial for
strong completeness..

Lemma 36 (Consistency and Admissibility). Let L be a A-

logic and ¢/v a A-rule with ¢ € Prop(V).
L{AL(L(AL(L)))) = L(AL(L))-

(iii) L is consistent iff L - ¢ <= PL & ¢ for all ¢ €
Prop(V).

(iv) ¢/v is L-admissible iff o € L for all L-unifiers o :
YV — Prop(V) of ¢.

We will focus on so-called rank-1 logics in the sequel which
can be characterised by any of the two following conditions
the equivalence of which is implicit in [39, Proposition 15].

Lemma and Definition 37 (Rank-1 Logics). Let A be a
similarity type. Then L(A1 (L)) = L(R1(L)) for every A-logic
L. We say that L is rank-1 if L = L(A;1(L)), or equivalently,
L = L(R1(L)).

In other words, rank-1 logics are determined by the set of
their admissible one-step rules or equivalently, by the set of
one-step axioms they contain. Note that a rank-1 axiom is a
propositional combination of atoms of the form O (¢, ..., ¢n)
where ¢1,..., ¢, are propositional. In particular, every rank-
1 logic is non-iterative in the sense of Lewis [24] but the
converse is not necessarily true: a counterexample is the modal
logic T of reflexive frames, the axiomatisation of which relies
on the (reflexivity) axiom [p — p. Nonetheless, we have a
large range of examples.

Example 38 (Rank-1 Logics). The class of rank-1 logics
contains the modal logics K and KD, classical modal logic
E and monotone modal logic M and basic conditional logic
CK all of which are discussed in [8]. Moreover, the class of
rank-1 logics subsumes Pauly’s coalition logic [33] (which
independently appears as alternating-time temporal logic in
[3]). It also comprises graded [10] and probabilistic [22],
[16] modal logic and their extensions with linear inequalities
[19] as well as majority logic [29] and all extensions of the
above by rank-1 axioms, for example Burgess’ system S [7]
that implements the KLM-axioms [17] in conditional logic.



Also note that any modal logic that is axiomatised by rank-1
axioms or rules is automatically a rank-1 logic in the sense of
Definition 37 and all logics that are amenable to coalgebraic
semantics are rank-1, see [39] for examples.

It has been observed in [38] that every rank-1 logic can be
equipped with a sound and complete coalgebraic semantics
which allows us to transfer interpolation from the logic of
exact covers (given by coalgebraic semantics) to any given
rank-1 logic. We repeat this construction here for the reader’s
convenience.

Definition 39 (Coalgebraic Semantics). Let L be a rank-1
logic. The functor induced by L is given by Ty, : Set — Set
by Tr(X) = Uf(FA(PX)/~) where ~ is the congruence
generated by {Yo = T | ¢/ € Ryi(L),0 V —
P(X) and po = T}. To every n-ary O € A we associate
a natural transformation [\] : Q" — Q o T°P given by
[Clx(A1,...,A)) ={u e T X | O(A41,...,4,) € u}. We
obtain an interpretation of F(A) over T-models C = (C,~, )
from the usual clauses for the propositional connectives,
together with

CocEQ(01,--,0n) < 7(c) € [Vlc([d1le, - - -, [¢nlc)

where [¢]c = {c € C | C,c |= ¢} is the truth-set of ¢. We
write L = ¢ if C, ¢ = ¢ for all Tr,-models C = (C,~, ) and
all c € C.

To make sense of the definition of 77, note that ¢o and Yo
are terms over the boolean algebras P(X) and FA(P(X)),
respectively.

Remark 40. The above definition is an instance of coalgebraic
semantics of modal logics in terms of predicate liftings,
introduced in [32] (see [20] for an overview) but specialised
to the functor Ty, induced by a rank-1 logic.

While the semantics introduced above is arguably synthetic
and not the natural semantics for the rank-1 logics of Example
38 it still serves the main purpose of the present paper. We
refer the reader to [39], [20] for an overview of coalgebraic
logics and their (natural) interpretations. The main result of
[38] is soundness and completeness of rank-1 logics L over
Tr-models. Here, we need a formulation of completeness that
is slightly stronger than that provided in op.cit.: completeness
over T7,-models also obtains for sub-logics of L that arise by
restricting to a subset of modal operators.

Theorem 41 (Strong Completeness over Restricted Similarity
Types). Let L be a rank-1 logic over a (not necessarily finite)
similarity type A and let Ao C A be a (not necessarily finite)
sub-similarity type. Then the following are equivalent:

(i) @ is Lr({¢/v € Ri(L) | ¢ € F(Ao)})-consistent.

(ii) @ is satisfiable in Mod(T7,).
Sor all (not necessarily finite) sets ® C F(A).
The completeness theorem claimed in [38] now arises as a

consequence of the previous theorem. In what follows, we
only need weak completeness, i.e. the following immediate

corollary that can alternatively be inferred from completeness
of L with respect to T-models [38] and the fact that all one-
step sound one-step rules are one-step complete [39].

Corollary 42 (Completeness over Restricted Similarity
Types). Under the assumptions of Theorem 41 we have that

¢ € LY({o/Y e Ri(L) [ € F(ho)}) <= LI ¢
and in particular L+ ¢ <= L |= ¢ for all ¢ € F(Ao).

We now translate between a rank-1 logic L and the logic
of exact covers induced by 77 where T7-models provide
the notion of semantical equivalence. We pause briefly to
better understand the nature of the logic of exact covers when
instantiated to the functor 77, given by a rank-1 logic L.

Remark 43. Let L be rank-1 with induced functor T7,.

(i) The transition map v : C — T1,C of a Ty-model takes
values in Uf(FA(P(C))/~), that is, each y(c) is an ultrafilter
containing ~-equivalence classes [¢] where ¢ € FA(P(C))
is an element of the free boolean algebra over generators
Q(Ay, ..., Ay) where Ay,..., A, C C. As a consequence,
the ultrafilter v(c) is determined by its elements of the form
[V(As,..., An))-

(ii) If X C F(Ty) is finite and X € Ty P(X) then X is an
ultrafilter consisting of ~-equivalence classes [O(ayq, ..., ay,)]
where each «; € P(P(X)) is an element of the double(!)
powerset of ¥ as one can readily verify by unravelling the
definitions. As above, this implies that every X € T P(X) is
determined by its elements of the form [Q(aq, ..., ap)].

The following lemma is the crucial stepping stone for the
translation between F(A) and F(77.).

Lemma 44. Let L be a rank-1 logic over a finite similarity
type A and ¥ C F(TL) be finite and X € TLP(X). If C =
(C,~,m) is a Tr-model, then

N Plaa]. - [on]] A

(C,C ': VE(X)
T VOl el €1

forall c € C where [a] = {ce C |3 € a.c=E AP A
V(X \ @)} is the truth-set of o € PP(X). Moreover, if
D1y On € F(A) then

C,c ‘: @(¢1a s (bn) — [Q([Wl]]’ R [[¢n]])} € 7(c)
where [¢] = {c € C | C,c |= ¢} is the truth-set of € F(A).

The equipollence of F(A) and F(Ty,) over Tr-models is now
easily established over finite similarity types.

Proposition 45 (Back-and-Forth Translation for Finite A). Let
A be a finite similarity type and L a rank-1 logic over A and
Vo C V. Then there are functions b : Fy,(Tr) — Fy,(A) and
foFv,(To) = Fy,(A) such that

b(¢) = ¢ and f(y) =



forall o € F(Ty) and all 3p € F(A).

The avid reader is invited to compare the above translations to
the translations for Kripke frames and monotone neighbour-
hood frames given in Section III. In particular, we can now
establish our first main theorem:

Theorem 46 (Uniform Interpolation for Finite Similarity
Types). Suppose that L is a rank-1 logic over a finite similarity
type A. Then L has uniform interpolation. That is, for every
¢ € Fy, there exists i(¢) € Fy,(A) such that

Lo =t < LEi(¢p) =

Sor all ¥ € Fy, (A), where Vo, V1 and Vs are finite sets of
propositional variables with Vo NV C Vs.

We can in fact obtain interpolation for all rank-1 logics
irrespective of the size of the similarity type. This follows as
restrictions of rank-1 logics are rank-1 themselves, the proof
of which uses Corollary 42.

Theorem 47 (Restrictions of Rank-1 Logics). Suppose that L
is a rank-1 logic over a (not necessarily finite) similarity type
A and Ao C A. Then LN F(Ny) is a rank-1 logic (over Ag).

Put into different words, if a formula ¢ € F(Ag) is provable
using rules that are admissible in L, then it is already provable
using rules that only mention Ag-modalities. We have given
a semantic account of this fact, alternative proofs would
establish cut-elimination and the subformula property. As a
consequence, we have almost uniform interpolation for all
rank-1 logics.

Theorem 48 (Interpolation for Infinite Similarity Types).
Suppose that L is a rank-1 logic over the modal similarity
type A and Ao C Ay are finite sub-similarity types and let
Vo, Vi and Vs be finite sets of propositional variables with
Vo NV1 C Vo Then, for all ¢ € Fy,(Ng) there exists
i(¢) € Fy, (A1) such that

Lb¢—Y < Lti(p)—
Sor all ¥ € Fy, (A2).

For the logics introduced in Example 38 the situation is as
follows:

Example 49 (Uniform Interpolation for Rank-1 Logics). Ap-
plying Theorem 46 and Theorem 48 to the logics introduced in
Example 38 we obtain the following interpolation theorems.

(i) We obtain uniform interpolation for the logics K and
KD, classical modal logic E and monotone modal logic M
and basic conditional logic CK as well as Burgess’ system S
and alternating temporal logic over a finite number of agents,
as the similarity type of all these logics are finite. With the
exception of K and M, these results appear to be new.

(ii) We obtain interpolation for the logics G and P as well
as their extension with linear inequalities as the similarity type
of these logics is infinite. These interpolation results appear
to be new.

The assiduous reader will have noticed that both Theorem 46
and Theorem 48 do not state that interpolants can be computed
effectively as is the case for all interpolation theorems in the
literature. To guarantee this, we need to assume additionally
that the logic under scrutiny is decidable itself.

Theorem 50 (Effective Computation of Interpolants). Suppose
that L is a decidable rank-1 logic. Then the interpolant i(¢)
in Theorem 48 is effectively constructible from ¢.

Given that there are no restrictions on rank-1 logics other
than the format of their axiomatisation, decidability is only
automatic for finitely axiomatisable logics ([24, Theorem 3].
In particular, the additional assumption of decidability in
Theorem 50 is not vacuously true. However, all rank-1 logics
that appear in the literature are decidable, and we are not
aware of a natural counterexample to decidability and present
the following constructed rank-1 logic to demonstrate that
the additional assumption of decidability in Theorem 50 is
not vacuously true. (Embarrassingly, we are not aware of a
recursively axiomatisable rank-1 logic that is undecidable.)

Example 51 (Not all rank-1 logics are decidable). Consider
the similarity type A = N where each n € N is nullary and let
U C N be undecidable, but recursively enumerable. If A =
{n— L|neU} then L = L(A) is undecidable.

As decidability for the logics introduced in Example 38 is
known in the literature, interpolation is effective in all cases.

IX. CONCLUSION AND DISCUSSION

This paper answers two questions. The first question, often
asked in the community, is whether one can formulate a ver-
sion of Moss’ coalgebraic logic [26] for which the endofunctor
that defines the semantics does not need to preserve weak
pullbacks. The second question, explicitly formulated in [36] is
to what extent, and with what modifications, cover modalities
can be used to generalise the interpolation result presented
in op.cit.. Apart from answers to these questions, we have
established several previously unknown interpolation results.

Conceptually, our answer to both questions mentioned
above is the logic of exact covers. Concerning the first, we note
that the logic of exact covers does not require the preservation
of weak pullbacks. Regarding the second question, we have
demonstrated that all rank-1 logics have the interpolation
property via translating to and from the logic of exact covers.
Apart from interpolation, we have given a complete tableau
calculus and have proven the small model theorem and a
Hennessy-Milner style result.

Our experience from dealing with the logic of exact covers
indicates that it is conceptually much simpler than Moss’
coalgebraic logic: for example, we have given a complete
tableau calculus for the logic of exact covers whereas it
has taken almost ten years for a complete axiomatisation of
coalgebraic logic to appear [18]. A similar argument can be
made for the distributive laws (see e.g. [21]) that underlie our
treatment of bisimulation quantifiers. On the other hand, this
simplicity comes at a price: the loss of monotonicity. However,



logics based on the cover modality are very unlikely to be
applicable to general neighbourhood frames [25], the simplest
non-monotonic modal logic. Despite its conceptual simplicity,
the logic of exact covers does have independent applications,
as witnessed by the interpolation theorems of the previous
section. In contexts where monotonicity is not required (such
as e.g. interpolation) we would therefore consider the logic
of exact covers ahead of Moss’ coalgebraic logic as a tool to
establish generic results.

The major question that this paper leaves open is to what
extent the techniques presented here can be generalised to
logics that are not rank-1. We have demonstrated in previous
research that all non-iterative logics (i.e. logics that can be
axiomatised by formulae with modal nesting depth < 1,
such as e.g. the vast majority of conditional logics [28]) are
complete with respect to the frame classes they define [30] and
can be endowed with a cut-free sequent calculus [23], that is,
they share important traits with rank-1 logics (for which the
corresponding properties have been established in [39] and
[31]). Both properties play a prominent role in interpolation
proofs: interpolants via cut-elimination is a standard technique
and is exercised e.g. in [5] for the prototypical non-iterative
logic T, and completeness has been used in various places
in the present paper. It is known that uniform interpolation
does not hold for all modal logics (it fails e.g. for the iterative
logic S4 [14]), but we are unaware of an example of a non-
iterative modal logic for which (uniform) interpolation fails.
We therefore leave the following to future research:

Open Problem 52. Do all non-iterative modal logics (over
finite similarity types) have (uniform) interpolation?
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